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**Foreword**

This report combines new empirical work on CityRail marginal costs with substantial sections of a previous report entitled “Value of CityRail externalities and optimal Government subsidy,” that was prepared for IPART by me on behalf of CRAI International Ltd on 2 June 2008 (the “CRAI report”). IPART is the holder of copyright in the CRAI report, and has given its permission to LECG to reproduce any material from that report that IPART owns for the purpose of LECG’s production of this report on CityRail’s externalities, subject to appropriate attribution.

Sections of this report that are reproduced from the CRAI report are as follows: much of the executive summary, all of chapters 2 – 4 and 6 – 10 subject to some updating, and parts of chapters 11 and 12. I note that I was the author of the CRAI report.

## 1 Executive summary

CityRail provides benefit to the NSW community in two main ways. Rail passengers derive consumer surplus by purchasing rail journeys at prices that are less than their private valuation of those journeys. Non-rail passengers derive benefits from the fact that others purchase rail journeys and therefore consume less private automobile and bus transport than they otherwise would.

This second effect, externality, represents a type of market failure that justifies Government intervention in the form of subsidisation, although Government subsidies could also be justified in the absence of externalities if there are scale economies. This report sets out an empirical analysis of the value of both the consumer surplus and the external benefits created by CityRail. The analysis has been conducted in such a way that it is possible to consider what level of consumer surplus and external benefit would be achieved at various different levels of average fare, rail patronage, and Government subsidy.

My approach to the question of what level of Government financial support for CityRail is optimal has been to optimise net welfare, defined as the sum of consumer surplus, producer surplus, and external benefit less the deadweight loss to the community arising from distortions to consumption decisions of the taxation needed to support the CityRail subsidy. With an empirically grounded understanding of the relationship between net welfare and CityRail patronage, I have been able to calculate optimal levels of net welfare, and the policy settings (average fare and Government subsidy) needed to obtain those optima.

### 1.1 Externality

In the present setting, an externality is a cost or a benefit to a party other than the purchaser or provider of passenger rail services that is caused by the provision or
consumption of rail service. Traffic congestion is a good example of an external cost. One more car joining a crowded highway will experience delays itself, but the fact that it joined will increase the delays suffered by other motorists. It is the delays suffered by the other motorists as a result of the first motorist’s decision that represent the external cost—it is felt externally to the parties making the decision that caused the cost.

If there were a system of road use pricing in force in Sydney that matched the motorist’s payment to the full marginal costs, including the marginal external cost imposed by that usage, then it would not be necessary to take these externalities into account in deciding on the optimal CityRail fare and subsidy levels. That would be a preferable solution to the transport efficiency problem. Removing the distortions from road pricing would make it possible to price rail usage in a manner that took account only of the internal benefits.

However, recognising that an effective road pricing system is some way off, the terms of reference for the externality study note,

“The purpose of this consultancy is to assist IPART in developing a framework to estimate the social costs and benefits (also known as externalities) arising from CityRail’s passenger services, and to use this framework to derive the appropriate contribution by the Government to CityRail’s costs.”

While the term “appropriate” is not synonymous with the word “optimal,” it would nevertheless be useful to view the process of establishing an appropriate Government contribution as an optimisation problem. Arguably, the optimal Government contribution (or optimal range) would be an appropriate contribution.

1.2 Empirical work undertaken in this study

I have conducted this study subject to very severe data limitations, especially on the cost side. These limitations, which also affect CityRail I understand, have implications for the ability of CityRail to manage the efficiency of its operations. I note that IPART has commissioned a separate consulting study to consider CityRail’s actual and potential future cost structures. Unfortunately, the information being generated by that other study does not provide the estimates of marginal cost that would be most useful for this study.

With that caveat in mind, the following main pieces of work have been undertaken to provide empirical substance to the conceptual analysis summarised above.

- Estimation of the demand schedule for CityRail;
- Estimation of the marginal cost function for CityRail;
- Estimation of the displacement of automobile and bus traffic by commuter rail service;
1.3 Demand

The first quantitative link that must be established is that between the CityRail fare and CityRail patronage. I chose to estimate this relationship through an econometric investigation of annual historic CityRail revenue and patronage data over a 30 year period (1977/78 – 2006/07). This approach is quite different to the empirical methods employed to date to estimate the own-price elasticity of CityRail demand, which have generally focused on stated preference interviews.

After examining a range of possible explanators of patronage, I found that a simple linear model provided a good fit to the historic data, in which the key coefficients had the expected sign and were significant at or near the 1% level.

The econometric demand model taking account of these variables generated an estimated short-run rail fare own-price elasticity of 24% and a long-run fare elasticity of 35%. These elasticity estimates corresponds well with those obtained by some prior studies, notably Hensher and Raimond. They are consistent with the elasticity estimates recently provided to IPART by Booz Allen and Hamilton.

1.4 Marginal costs

The second empirical relationship that must be established concerns the marginal costs of CityRail. I estimated marginal costs through regression analysis of total cost data presented in the annual reports of CityRail and its predecessor organisations.

The short run marginal cost estimate for CityRail derived by this study is $6.23/PJ assuming that the current average load factor of 22% is maintained. The standard error applicable to this estimate is $1.87/PJ.

If the load factor is permitted to increase (because, hypothetically, seat-km capacity may not be increased in proportion to the increased patronage) then the marginal cost would be lower than this figure. For example, if the load factor increased to 25%, then the marginal cost would decrease to $5.48/PJ. If the load factor were to decrease markedly (as, for example, it might if significant new investment in track and fleet were to take

---

1 This load factor is an average over all parts of the network at all times of day and over both peak and contrapeak directions of travel. Obviously peak hour load factors on trains within the CBD in the prime direction are much higher than this average.
place without a commensurate increase in patronage) then the marginal cost could be significantly higher than this figure.

This $6.23/PJ marginal cost estimate is somewhat lower than the average cost of $6.85/PJ for the 2006 and 2007 financial years (obtained by dividing the total cost by patronage).

It is instructive to compare this marginal cost estimate with the estimate used in the June 2008 externality study (Smart 2008, op. cit.). There are two differences. In absolute magnitude, this estimate is higher than the marginal cost estimate from the externality study in the central case for patronage of 275mPJ/yr (MC = $5.05/PJ) or for patronage of 300mPJ/yr (MC = $5.88/PJ).

There is also a difference in that the marginal cost estimated here does not depend on patronage, whereas the externality study presumed that marginal cost increased linearly with patronage.

In all likelihood, marginal cost will increase with large incremental increases to patronage. A simple calculation of a forward-looking long run marginal cost for CityRail was also undertaken based on the published cost estimates for a major expansion to the system’s principal bottleneck. While the details of this calculation are subject to large uncertainties, it seems clear that the most conservative approach would yield a LRMC of approximately $10/PJ or more. For the purpose of investigating the welfare optimality of future fare levels at higher patronage, it is this type of forward-looking LRMC that should be used, rather than the backward-looking SRMC estimated in the earlier part of this chapter.

1.5 Displacement of road traffic

The third empirical relationship that must be established is that between CityRail patronage and automobile use in Sydney. I have chosen to estimate this relationship through a series of runs of the Sydney Strategic Travel Model, which is operated by the Transport Data Centre of the NSW Ministry of Transport. The effect of changes in CityRail patronage is not necessarily one-for-one with changes in passenger journeys by car or bus. The Transport Data Centre’s Sydney Strategic Travel Model is well suited to estimate the modal shift effects given its comprehensive data on characteristics of each transport mode in Sydney and its recursive method of converging to a solution. The recursive method allows for trip generation and other subtle effects on modal share by determining an equilibrium position between modes after price shocks have altered the prior balance.

There were two types of model runs required: an incremental rail fare change scenario, and a more extreme no-rail scenario. For each model run, the comparison was made between a set of model outputs in the specified case and in a business as usual case. These model runs enabled quantification of the link between CityRail patronage and such drivers of external benefit as passenger hours of travel time and fuel consumption.
Several aspects of the traffic displacement results may be counterintuitive. First, and perhaps most unexpectedly, the complete elimination of Sydney’s commuter rail network does not have a drastic impact on either the total quantum of automobile travel or on the average speed of cars. The reason for this modest effect is that in the status quo case rail journeys represent only 4.5% of total journeys. Rail’s share of person kilometres travelled is somewhat higher, 11%, but still relatively low.

The elimination of rail would induce considerable congestion on the main road arteries into the CBD during commuter hours, but this effect is somewhat masked in the total figures by the large number of automobile journeys that do not enter the CBD, and by the significant amount of off-peak travel on the road network. The modelling work does capture this effect, nevertheless, through the breakdown of automobile vehicle kilometres travelled by speed band, from which the congestion information was derived.

The second important observation is that waiting and walking time for public transport represents a very significant proportion of the time spent travelling for rail and bus. For rail, waiting and walking time represents 39% of the total travel time. The value of time calculations performed here do include waiting and walking times for public transport.

The third observation is that there is a significant shift from rail to bus when the rail option is eliminated. The effect is to approximately double the number of person kilometres travelled by bus, and to increase the average journey length of bus commuters. This change takes place because rail commuters travel longer distances on average than bus commuters. Once they are displaced from rail they need to travel further than the pre-existing bus travellers.

The fourth observation is that in the no-rail scenarios, the total quantum of travel increases somewhat compared to the status quo. This result is unexpected. I understand that it is an artefact of some of the SSTM modelling assumptions.

1.6 Congestion externalities

Road congestion occurs when the volume of traffic exceeds the maximum level at which traffic can flow at the normal speed limit. It is caused by the interference between vehicles. Congestion imposes both internal and external costs on motorists.

It is important to distinguish between the internal and external costs of road congestion. Under congested conditions, when one new motorist decides to join the traffic system, the cost of fuel to that motorist is a private cost. It includes the cost of the fuel that would have been consumed undertaking that journey under free-flow (uncongested) traffic conditions and the cost of the additional fuel that is consumed waiting in queues.

That motorist’s decision to join the traffic system also increases the delays experienced by the other motorists who were already using it. As a consequence, the other motorists consume additional fuel waiting in queues. The cost to these existing road users of the additional fuel consumed because of the first motorist’s decision to drive is an externality.
Exactly the same argument applies to the cost to motorists and their passengers of their own commuting time. The mode-switching motorist (the marginal driver) presumably knows and accepts the personal cost of the decision to drive in terms of her own travelling time. Therefore the marginal motorist’s own travel time is an internal cost which is already taken into account in establishing the demand schedule for rail travel.

The pre-existing motorists (inframarginal drivers) suffer a new increment of cost as a result of the marginal driver’s decision to join. The inframarginal motorists take longer to make the same journey as a direct result of the marginal motorist’s decision. The personal cost of the inframarginal motorists’ own additional commuting time and fuel consumption is an external cost that is not reflected in the demand or supply schedules for rail travel.

Relationships between CityRail patronage and these external costs to motorists were able to be established with some confidence through the Sydney Strategic Travel Model runs, using a range of values of travel time from $9.23/hr to $22.60/hr.

1.7 Emissions externalities

Automobile and bus emissions contribute to two recognised types of social cost: increased health risk from conventional pollutants and increased risk of environmental harm from greenhouse gases. The quantity of each pollutant dispersed into the atmosphere varies directly with the quantity of fuel consumed. Therefore fuel consumption is the metric best suited to link the quantum of commuter transport in Sydney with the air pollution it causes.

It is important to note that every litre of fuel consumed creates some external effect via air pollution. The effect is external because the sufferers of air pollution (persons inhaling it and becoming unwell, or persons affected by global warming) are, in the overwhelming majority, different people to the car drivers whose modal choice caused the pollution. Put another way, every gram of carbon monoxide and every tonne of carbon dioxide has an effect on a great many people.

The core steps in the analytical approach are:

1. Estimate the fuel savings per passenger-kilometre associated with a mode shift from private vehicle to rail;
2. Quantify the associated reduction in emissions of carbon dioxide and conventional pollutants such small particulate matter, sulphur dioxide, nitrogen oxides, carbon monoxide, benzene, and lead;
3. Cost the avoided externality on the basis of an assumed carbon price and published values of the marginal external health costs per litre of fuel consumed.

Fuel consumption was calculated for each CityRail patronage scenario in a manner that reflected the higher fuel consumption rates per vehicle kilometre when congestion slows traffic.
I applied a carbon price of $25/tonne CO2 and published values of United Kingdom marginal external health cost per litre of unleaded petrol of 9 pence sterling in 1993. The marginal external health cost per litre of diesel was 84 pence sterling in the same year. I converted these values to Australian dollars.

1.8 Traffic accident externalities

The accident externality phenomenon involves two complications that must be considered. First, some of the costs of accidents are borne by the accident victims. If the accident victim is a marginal motorist then the probability-weighted cost to that victim of the accident is an internal cost, not an externality. The fact of automobile accident insurance tends, if anything, to internalise more of the accident-related costs. Nevertheless, there remain some types of accident-related costs that are borne by the community at large, rather than the marginal motorists, even when insurance premiums are taken into account. The standby capacity at public hospitals for accident victims, police and emergency services, traffic congestion caused by accidents, and the uninsured detriment to the quality of life of third parties are examples of these external costs of traffic accidents.

The second complication is that one must establish a quantitative relationship between the incidence of traffic accidents and the number of automobile (and bus) passenger kilometres travelled. In the absence of detailed information on this relationship, the most plausible simplifying assumption is that the incidence of accidents is proportional to automobile passenger kilometres or bus passenger kilometres. If this assumption is made, then the complication arises because inframarginal motorists do not experience any increase at all in their accident risk as auto passenger-kilometres rise. In other words, there is no external accident cost.

Note that this counterintuitive conclusion is dependent on the assumption that the accident rate per automobile passenger kilometre is constant. There may be grounds to believe that the accident cost per automobile passenger kilometre falls as automobile passenger kilometre increases: congestion slows the traffic, making it easier to avoid accidents and lessening the severity of those accidents that do occur. It is not clear from the available material that the traffic accident externality is necessarily a point in favour of increasing CityRail patronage.

1.9 Marginal external benefit function

It has been possible to combine the relationships between each type of external benefit and rail patronage into a single marginal external benefit function. The most important individual contributor to overall marginal external benefit is the congestion cost experienced by motorists (experienced as the value of time spent driving or being a passenger in a car), which is counteracted increasingly at high rail patronage levels by
the value of time spent by rail commuters on the train, waiting for the train, or walking to and from the train station.

Using a value of travel time of $15.80/hr$ and a carbon cost of $25/tonne of CO2, the results of the foregoing estimations can be translated to linear marginal external benefit functions of patronage, $\text{meb}(q)$, for each component of the external benefit of rail, shown graphically below.

This chart plots marginal external benefit expressed in dollars per passenger journey (vertical axis), against total rail patronage expressed in millions of passenger journeys per annum (horizontal axis). The total marginal external benefit to rail, $\text{meb}(q)$, is the solid line. It begins at the maximum value of $5.71/PJ and decreases as rail patronage increases. The marginal external benefit per passenger journey declines as more...
passengers choose to travel by rail because as roads become less congested, the additional saving in automobile travel time per rail passenger becomes less important.

The principal contributor to $\text{meb}(q)$ is the marginal external cost of congestion for automobiles, which is the top row of square symbols. The other components of the marginal externality calculation make only a second-order contribution to the overall result.

The total marginal externality function is very different here than in the CRAI Report. There are two reasons for this difference. First, the value of time associated with auto congestion reflects the higher time valuation of $\$15.80/\text{hr}$, as compared to the earlier value of $\$13.15/\text{hr}$. Second, and probably more influential, in this report I have disregarded the value of time effect associated with congestion on rail. The Transport Data Centre has advised me that the SSTM does not model congestion on rail, so the rail value of time effect noted in the CRAI Report appears to be spurious. This rail value of time effect was a significant counteracting influence on the auto congestion effect. Without it, the auto congestion effect is more pronounced.

It may seem counterintuitive that the automobile congestion externality declines slowly with rail patronage. The reason for this effect is that the total population of automobile commuters declines by a relatively small proportion (only 8%) when rail patronage increases from zero to 275 million passenger journeys per annum. Such a small proportional change would not be expected to have a large effect on average road congestion. On the other hand, the same range of rail patronage represents a 100% change (from none at all to the present crowded conditions during peak hour).

My results are compared to previously published results for CityRail in the table below. In order to facilitate comparability, the format of the published CityRail table has been adopted in this table. Two different demand schedules are considered in this table—all are consistent with the demand estimations performed in this study.
Comparison of external benefits

<table>
<thead>
<tr>
<th>Description</th>
<th>2006-07 Average</th>
<th>1997-98 to 2006-07</th>
<th>linear demand elasticity</th>
<th>exponential demand elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortfall (b)</td>
<td>1,650.5</td>
<td>1,139.0</td>
<td>-1357.1</td>
<td>-1,357.1</td>
</tr>
<tr>
<td>Rail user benefits (c)</td>
<td>2,055.7</td>
<td>2,364.6</td>
<td>1,031.3</td>
<td>1,414.3</td>
</tr>
<tr>
<td>Road user benefits (d)</td>
<td>740.5</td>
<td>726.4</td>
<td>1,390.8</td>
<td>1,390.8</td>
</tr>
<tr>
<td>Air pollution</td>
<td>71.0</td>
<td>69.6</td>
<td>111.6</td>
<td>111.6</td>
</tr>
<tr>
<td>Greenhouse gas emission</td>
<td>52.1</td>
<td>51.1</td>
<td>25.9</td>
<td>25.9</td>
</tr>
<tr>
<td>Noise pollution</td>
<td>20.4</td>
<td>20.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accidents</td>
<td>114.6</td>
<td>112.4</td>
<td>too small to measure</td>
<td></td>
</tr>
<tr>
<td>Road damage</td>
<td>3.7</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fleet externality cost</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>Total rail benefit</td>
<td>3,039.9</td>
<td>3,329.8</td>
<td>2,541.5</td>
<td>2,924.5</td>
</tr>
<tr>
<td>Net benefit to community</td>
<td>1,389.4</td>
<td>2,190.8</td>
<td>1,184.4</td>
<td>1,567.4</td>
</tr>
</tbody>
</table>

The two columns to the left represent the results of the earlier study published by RailCorp staff members Karpouzis et al. The two rightmost columns represent the results of the study presented in this report.

Overall, taking the linear demand schedule considered in this study, the total benefit of CityRail derived by Karpouzis et al. is higher than the values produced by this study. RailCorp estimates of consumer surplus are significantly higher than mine. RailCorp estimates of total external benefits are somewhat lower than mine, although the contribution of different types of externalities differs: my estimate of congestion and air pollution costs is higher, but my estimate of the greenhouse gas and road accident externalities is lower, substantially so in the latter case. Additionally there is a question as to whether the noise pollution externality works in rail’s favour (trains are not quieter than cars). Arguably, road damage costs are not external to motorists’ modal choice decision.

The LECG externality results are significantly higher than the results presented in the CRAI Report. The reasons for this difference are the higher value of time ($15.80/hr vs $13.15/hr) and the omission of the spurious rail value of time effect from the calculation.

1.10 Optimisation

I set out to develop a framework to estimate the social costs and benefits arising from CityRail’s passenger services, and to use this framework to derive the appropriate contribution by Government to CityRail’s costs. It is apparent that the social benefits
depend on the extent to which passengers use CityRail, and that the fare is an important
determinant of passenger use. There is, in fact, a tradeoff: higher fares mean CityRail is
less unprofitable and a lower Government subsidy is needed, but they also mean lower
ridership and lower external benefit. There is likely to be a preferred fare setting at
which total welfare is maximised, and this study has developed a framework through
which that preferred point can be determined.

Welfare is formally defined as the sum of what are known as consumer surplus,
producer surplus, and externalities less the welfare costs of taxation. It depends on
CityRail patronage in a subtle way that reflects the tradeoff between producer surplus on
one hand, and the combination of consumer surplus and externalities on the other. Low
fares mean highly negative producer surplus and significant tax distortions, but high
patronage, consumer surplus, and external benefit. High fares mean lower patronage,
consumer surplus and external benefit, but less negative producer surplus and less tax
distortion. At some intermediate point, any increase in fares would lead to a greater loss
of consumer surplus and external benefit than the gain in producer surplus and reduction
in tax distortion, and at the same point, any decrease in fares would lead to a greater loss
of producer surplus and increase in tax distortion than the gain in consumer surplus and
external benefit. That point is the optimum. There will be a unique level of
Government support that corresponds to it.

In order to find this optimum point, it has been necessary to understand, in a quantitative
way, the relationship between fares and patronage, between patronage and consumer
surplus, between patronage and producer surplus, and between patronage and external
benefit. The bulk of the analytical work presented in this report has been directed to
obtaining the quantitative understanding of these relationships.

Based on my sensitivity analysis, there are five main uncertainties that determine the
optimal levels of fare, patronage and Government subsidy:

a) The point fare-elasticity of demand (-0.24 or -0.35);

b) The functional form of the demand schedule (e.g., linear or negative
 exponential);

c) The value of passenger time (ranging from $9.23/hr or $22.60/hr, with a central
 value of $15.80/hr), which influences the slope and y-intercept of the marginal
 external benefit function;

d) The slope and y-intercept of the CityRail marginal cost function; and

e) The marginal excess burden of taxation, “d” (0.1 or zero, corresponding to the
 case where the deadweight loss of taxation is excluded from the analysis).

I developed a central or most likely case and report the results for that case. Sensitivity
analysis takes this central case as its point of departure. The central case involves the
following choices for uncertain parameters:

- Point fare-elasticity of demand = -0.35 with a negative exponential shape to the
demand schedule
Marginal cost function = $0.0/(PJ^2) q + $6.23/PJ (corresponding to marginal cost of $6.23/PJ at all patronage values)

Marginal external benefit function = -$0.001958/(PJ^2) q + $5.71/PJ (corresponding to a value of passenger time of $15.80/hr)

Marginal excess burden of taxation, “d” = 0.1

Adopting these central case settings, the optimum welfare is achieved with an average fare of $1.98/PJ, which is a 10% increase over the $1.80/PJ average fare level that prevailed in 2005/06. The optimal level of Government Contribution to CityRail of $1.267m/yr is approximately $90m/yr lower than the level that prevailed in 2005/06 (a 6.6% reduction in Government funding). Significantly, the optimal level of patronage of 265.5m passenger journeys per annum is 3.5% lower than 2005/06 patronage.

Given that increased patronage is an explicit policy goal, it might seem counterintuitive that optimal patronage is lower than actual patronage. The explanation is that (subject, of course, to the accuracy of the measurements presented in this report) increases in patronage from the 2005/06 point would lead to an increase in CityRail’s operating deficit and in tax distortions that is greater than the increase in consumer surplus and external benefit that it would create. Previous studies have tended to ignore the distortionary effect of taxation and to overestimate both the consumer surplus derived by rail users and the additional external benefit from additional patronage.

The conventional wisdom appears to be that higher levels of CityRail patronage would be preferable to current patronage on welfare and public interest grounds, and that a study of externalities would support the argument for greater ridership, along with the higher levels of Government subsidy it would entail. This study contradicts that conventional wisdom.

The following intuitive explanation may assist in understanding how entrenched public views could be incorrect on this important issue. First, the relationship between CityRail patronage and road congestion appears to be misunderstood. The vast majority of automobile journeys do not enter the CBD, and those that do not are largely unaffected by the existence or usage of CityRail.

Second, the capacity of CityRail to shoulder a larger part of the commuting burden appears to be greatly overestimated. CityRail is not well placed spatially to serve commuting journeys to employment centres other than the CBD, Parramatta, North Sydney, and a handful of other destinations. These destinations no longer represent the majority of all commuting trips.

CityRail’s ability to accept a large increase in ridership is severely limited by capacity constraints. These constraints would be extremely costly to alleviate, and this cost must be taken into account in any reckoning of a socially optimal solution to Sydney’s future transport challenges.
Third, the significant cost to rail commuters of their own time spent walking to the train station and waiting for a train appears to be overlooked. If unproductive time spent queueing in traffic is the prime external cost of automobile travel, then the corresponding unproductive waiting time associated with train travel must be included in any valid comparison (as it was in this study).

Fourth, the ability of buses to substitute for rail appears to be greatly underestimated. Like rail, buses contribute to an alleviation of road congestion and to a reduction in greenhouse gas emissions per passenger journey.

That said, it is worth noting, however, that the optimal welfare is only $1m/yr higher than the welfare achieved with the 2005/06 fare and patronage settings. In other words, 99.9% of the optimum welfare level could be achieved with no change to the 2005/06 fare, patronage and Government contribution levels.

If the distorting effect of taxation is ignored, and the unrealistic assumption is adopted that the short run marginal cost of $6.23/PJ would apply in that case, the optimum patronage would be higher than the actual 2005/06 patronage by 14%. The optimum average fare in that case would be lower than actual 2005/06 average fares.

However, it is probably unrealistic to expect that the short run marginal cost would continue to apply if patronage was to be expanded to more than 300mPJ/yr. Given the current pattern of peak versus non-peak travel, substantial rail infrastructure investment in the CBD underground bottleneck would likely be required to accommodate such an expansion. In that event, the long run marginal cost should be used instead. Using the $10/PJ long run marginal cost established (as a lower bound) in section 5.7, it is evident that fare reductions are not optimal, even when the marginal excess burden of taxation is ignored.

Sensitivity analysis revealed the following points. The optimal government contribution level is most sensitive to changes in the value of time as they flow through to the marginal external benefit function, and the assumed marginal excess burden rate for taxation. It is quite insensitive to the changes in the price elasticity of demand, and somewhat sensitive to changes in the marginal cost function within the ranges established by the empirical work reported here.

The importance of knowing the marginal cost function is highlighted by these sensitivity test results. It strongly suggests that CityRail should strive to measure this important metric for its future operations, particularly as there are large-scale infrastructure investments contemplated that could conceivably have a marked effect on marginal costs.

1.11 Conclusions

Previous published estimates of external benefit and consumer surplus have tended to overestimate the social benefits flowing from CityRail’s ongoing operations. While these benefits are significant and important, the point of indifference for further capital expenditure on CityRail is somewhat closer than prior studies have indicated—to the
extent these other studies provided a means of determining that point. The unthinkable scenario, in which CityRail did not exist at all, would lead to profound changes in the way traffic into the CBD is orchestrated, but these changes would not be so drastic as to prevent Sydney from functioning. The majority of commuter journeys are not to or from the CBD, and rail’s share of total passenger kilometres is only 11%.

This study has proposed a new method of calculating the optimal settings for CityRail average fare per passenger journey, CityRail patronage, and the total level of Government subsidisation for CityRail’s operating loss. This calculation is subject to a number of important uncertainties, which should be narrowed before concrete steps are taken in pursuit of these optimal settings. The most likely case values of the uncertain parameters lead to the conclusion that average fares should be higher, optimal patronage should be somewhat lower than at present, as should optimal Government subsidies.

These conclusions may appear surprising, given the policy intent to increase rail patronage. Nevertheless, they follow from the quantitative comparison of costs, passenger demand, and external benefits that are presented in this report. To the extent that external benefits of rail may have been overstated, the rationale for current levels of public subsidy of rail is weakened. Given the low price elasticity of rail commuters, the case for fare increases is strengthened.

Two caveats should be borne in mind when interpreting the optima derived from this study. First, the empirical work has been unable to finally resolve several important uncertainties: namely the precise marginal external benefit rate per passenger journey, and the marginal cost of CityRail service. Sensitivity analysis has revealed, however, that the results are not particularly sensitive to the functional form of the demand schedule.

Second, the net welfare function exhibits very broad and flat peaks. This finding is significant because it means that the selection of a precisely optimal value of fare, Government subsidy and patronage is not necessary to achieve a nearly optimal outcome in net welfare terms. In other words, the net welfare function is relatively forgiving of policy miscalculations.

It appears to be well accepted that CityRail’s system is facing profound capacity constraints during peak hour that are able to be remedied only with extremely large capital investment in new trackwork and stations in and near the CBD of Sydney. Any significant expansion in patronage would require such investments. Properly speaking, the true long-run marginal cost of a CityRail passenger journey should include these capital costs of expansion (expressed in DCF terms and amortised over the lifetime numbers of passenger journeys that they would support). It was not within my scope to conduct such a long-run marginal cost estimate.

If the lower value of the marginal external benefit rate (corresponding to a value of time of $9.23/hr) were applied instead of the central case settings, the optimal level of government support would not change drastically, but the optimal fare levels would change significantly.
Importantly, in the high marginal cost sensitivity case the optimal level of Government support was most different from present levels. These calculations reveal that the optimal level of Government support is highly dependent on the extent of long-run marginal costs, which are dependent on the Government’s intended capital works programme. New capital investment (as opposed to renewal work) that does not contribute to the removal of pertinent capacity constraints or the attraction of new patronage will involve heavy Government expenditure that has a negligible positive impact on either consumer surplus or external benefits, both of which are dependent upon actual ridership of CityRail.

2 Introduction

2.1 The task

IPART commissioned me to develop a framework to estimate the social costs and benefits (capturing externalities) arising from CityRail's passenger services, and to use this framework to derive a range of empirical estimates of the appropriate contributions by the Government to CityRail's costs (i.e., the optimal apportionment between farebox and subsidy of total costs).

Specifically, I was asked to perform the following tasks:

1. Identify the social costs and benefits of public transport, especially passenger rail. This task would include a review of previous studies of the social costs and benefits of public transport.

2. Review empirical estimates of the social costs and benefits of rail transport, noting whether they are likely to be applicable to CityRail.

3. Weigh the options for taking into account the social costs and benefits of public transport in developing the regulatory framework for CityRail, and an assessment of the appropriate mix of cash contributions or other instruments (such as road pricing) to take account of these externalities in the NSW context. In doing so it would be important to consider the appropriate stage/s in public policy, regulatory, pricing or other forms of economic decision-making where externalities should be considered (eg, in investment decisions between transport options, in road pricing or in public transport fares).

4. Develop a framework for assessing the optimal level of government cash contributions to CityRail in light of the social costs and benefits of its services.

5. Outline the methodologies that could be used to make quantitative estimates of the various social costs and benefits, recommend the preferred methodology (or methodologies), and the basis for this recommendation. In particular consider and discuss with the Tribunal whether the total external costs and benefits of
CityRail’s services or the marginal costs and benefits of a change in these services or both of these should be estimated.

6. Develop a model or models that provide quantitative estimates of the relevant social costs and benefits arising from rail transport. Where appropriate these estimates should rely on existing information and data sources. An integral output of this model will be an empirical estimate of the appropriate level of the Government’s cash contribution to CityRail in relation to passenger services.

7. Provide IPART with a breakdown of these benefits and costs into different market segments where appropriate. These segments will be refined in discussions between the consultant and IPART but could include, for example, peak/off-peak times, or metropolitan/non-metropolitan travel.

8. The framework, analysis and modelling developed by the consultant should be adaptable to other forms of transport (such as buses and ferries) at a later stage if required.

2.2 Nature of externalities

In the present setting, an externality is a cost or a benefit to a party other than the purchaser or provider of passenger rail services that is caused by the provision or consumption of rail service. Traffic congestion is a good example of an external cost. One more car joining a crowded highway will experience delays itself, but the fact that it joined will increase the delays suffered by other motorists. It is the delays suffered by the other motorists as a result of the first motorist’s decision that represent the external cost—it is felt externally to the parties making the decision that caused the cost.

In some cases, an external benefit may lie in the avoidance of a cost that would have been imposed in the absence of the provision or consumption of rail service. For example, many of the external benefits ascribed to rail in this report are really external costs imposed by private automobile usage (such as traffic congestion, pollution, and accident costs). The more individual travellers choose the rail mode instead of road, the more these external costs are avoided. The existence of a rail alternative makes it possible to avoid some of these external costs. The actual usage of rail is what generates the external benefit. A rail network that no one used would generate negligible external benefits.

Externalities are relevant to the assessment of the benefits generated by CityRail. A simple assessment of rail’s benefits would look at the consumer surplus it generates to users, but rail has two important characteristics that require extensions to the analysis. First, rail is heavily subsidised by the government because fares are set below marginal costs, which in turn are below average costs. Second, because rail competes with auto and bus in the urban transportation environment it generates positive externalities by reducing congestion and emissions and by enhancing vehicle safety. Thus, a complete assessment must account for benefits to users, government subsidies, and externalities.

Studies such as the 2001 CIE report “Subsidies and the social costs and benefits of public transport” elaborate a useful theoretical framework for considering the question
of the optimal balance between funding of urban passenger rail by its users as against Government subsidy.

That study and others make the point that, compared to the second-best solution of subsidising public transport in order to increase the production of external benefits, road use pricing may represent a superior method of internalising the external costs associated with automobile usage.

While a review of literature in this vein is an important starting point for the present consultancy, I have undertaken analysis with a distinctly empirical emphasis that is firmly grounded in the particular circumstances facing CityRail in Sydney. I have examined the issues from the standpoint that, if the first-best solution involving road pricing is not available, what level of subsidy (and therefore, implicitly what level of user charges) for CityRail would be welfare-optimal?

The external costs and benefits associated with urban passenger rail in Sydney are a key focus of this consultancy. Many of the most often cited external benefits—the mitigation of congestion on urban roads, of vehicular emissions, of noise, and of costs associated with motor vehicle accidents—depend on a modal shift from automobile use to urban rail. However it is impractical to study this modal shift in a meaningful way without taking into account the specific spatial characteristics of the Sydney rail network and of passenger flows through Sydney. In simple terms, price incentives won’t induce a commuter to use rail if the train stations are in the wrong locations.

Other than road congestion relief, emission minimisation, and passenger safety, the following types of external benefits are also associated with rail:

- Resource contention and congestion related to parking in the metropolitan area. Care needs to be taken to distinguish between the purely private costs associated with parking (which are presumably internalised in drivers’ modal choice decisions already) and external effects.

- Benefits to the community arising from the additional mobility options afforded by the existence of a rail network and scheduled services.

While these external benefits (other than reductions in road congestion, automobile emissions, and accident risk) may be of some importance, measurement difficulties have made it impractical to include them in the quantitative analysis presented below.
3 Overall methodology

3.1 Road pricing as the first-best solution

The external benefits created by CityRail are largely the avoided external costs associated with private automobile use during peak travel periods of the day. There is a widespread perception that automobiles are overused in Sydney as a result of the underpricing of road use. While there are some toll roads, the majority of roads are unpriced. Motorway tolls are not set so as to reflect the marginal external costs imposed by road usage. If they were, then tolls would be time-of-day variable.

Fuel prices contain a Commonwealth excise tax that is partly used to fund road investments nationwide. This arrangement does not make the fuel excise a road use charge, however. The fuel excise revenue is not hypothecated to road funding. The relationship, if any, between the amount of excise paid by a motorist and the external cost imposed by that motorist’s road usage is extremely indirect.

If there were a system of road use pricing in force in Sydney that matched the motorist’s payment to the full marginal costs, including the marginal external cost imposed by that usage, then it would not be necessary to take these externalities into account in deciding on the optimal CityRail fare and subsidy levels. That would be a preferable solution to the transport efficiency problem. Removing the distortions from road pricing would make it possible to price rail usage in a manner that took account only of the internal benefits.

Unfortunately, road pricing of the ideal type is some way off being achieved. In the immediate future there appears to be no prospect of its introduction. Consequently, CityRail finds itself in a second-best world wherein Government subsidies are required to achieve the internal and external welfare benefits that might otherwise have been achieved with road pricing and a fully commercial rail network. Some form of congestion pricing for roads may be feasible in the medium term, and should not be dismissed, however. The second-best world may involve some mixture of road pricing and subsidised rail. The remainder of this report proceeds on the presumption that CityRail inhabits this second-best world.

3.2 Subsidy as an optimisation problem in a 2nd best world

The terms of reference for the externality study note,

“The purpose of this consultancy is to assist IPART in developing a framework to estimate the social costs and benefits (also known as externalities) arising from CityRail’s passenger services, and to use this framework to derive the appropriate contribution by the Government to CityRail’s costs.”
While the term “appropriate” is not synonymous with the word “optimal,” it would nevertheless be useful to view the process of establishing an appropriate Government contribution as an optimisation problem. Arguably, the optimal Government contribution (or optimal range) would be an appropriate contribution.

In order to construct the optimisation problem it is necessary to identify the control variables, the uncertain variables representing the state of nature, the logical linkages between these variables and the objective function. The main control variables are fares and levels of service such as vehicle frequency, vehicle capacity, and travel times. Service quality is difficult to measure and hard to adjust on a consistent basis over the long period considered in my demand analysis, so my analysis focuses on fares. Given a known cost function for CityRail and the assumption that total receipts equal total cost in each year, specifying the fare is tantamount to specifying the total amount of Government contribution.

The fare, together with service quality, environmental variables relating to the cost of automobile usage, unemployment and population, among others determines the patronage on CityRail. As noted earlier, however, service quality is difficult to measure on a consistent historic basis. It is possible that capacity constraints on CityRail at peak hour also influence the patronage, tending to reduce it relative to the unconstrained level.

In keeping with a long tradition of public sector economics, the objective function would be a measure of welfare, including consumer surplus, producer surplus, external benefits and costs. Each of these elements of the welfare calculation are functions of CityRail patronage, so there is a fairly direct causal chain between the policy decision to set the fare and the welfare outcome via patronage. There may be at least one fare setting, for any given values of the environmental variables and capacity constraints, that will produce a local maximum in the welfare function. IPART’s task could be construed as to identify that optimal fare setting (assuming it exists) and to consider how best to transition to it from the current fare setting.

### 3.2.1 Optimal subsidy may not equal external benefit

The optimal subsidy should seek to maximize net benefits, which are composed of consumer surplus, producer surplus which, if negative, involves government subsidy, and external effects. Intuitively, the greater the total external benefits of CityRail, the greater the subsidy level the Government should consider appropriate. This does not mean, however, that the dollar value of the Government subsidy should equal the dollar value of the external benefit generated by CityRail, for two reasons:

---

3 Theoretically, it is also possible that welfare would be maximised by shutting down the system. Work presented later in this report suggests that is not the case for CityRail.
First, as just discussed, the optimal Government subsidy will be determined through a process of mathematical optimisation, in which there is no particular reason to believe it will precisely equal the external benefit at the optimum patronage level. Indeed, the central case and sensitivity cases presented later in this paper do not support the notion of equality between subsidy and externality.

Second, while the change in external benefit as one moves from one specific situation to another may be quantifiable in dollar terms, the absolute dollar value of externalities in any specific situation is not well defined. External benefit is intrinsically a relative concept, unlike producer surplus or consumer surplus. Parties to a transaction have a natural zero level of private benefit defined by the benefit obtained by not transacting. The parties experiencing external benefits have no such reference point—they cannot opt out of a transaction to which they are not a party.

### 3.2.2 Discussion of welfare effects of externalities

In the absence of externalities and ignoring the welfare costs associated with taxation, the socially optimal level of CityRail patronage would be the amount at which price equals marginal cost, as the deadweight loss is minimised at that point. In the present case, however, CityRail generates external benefits which depend most directly on the amount of usage of CityRail’s services. The implications of this fact for the socially optimal level of CityRail output is set out below in conceptual terms.

The diagram below illustrates the conventional welfare analysis for a service that does not create external costs or benefits, and how that analysis is modified to take account of externalities. Note that the figures presented in these charts are purely hypothetical and are presented for purposes of illustrating the method only.

The intersection of the two solid lines is the conventional competitive market equilibrium point where demand and marginal cost curves meet. The dotted line is the social marginal cost curve, which lies to the right of the marginal cost curve because the additional use of rail generates external benefits (reduced road congestion, etc) that reduce the net costs of the additional patronage. The new equilibrium point, where demand and social marginal cost curves meet, yields higher patronage and lower price compared to the conventional equilibrium point.

---

4 This statement ignores the welfare costs of imposing taxation to fund the subsidy required to meet the fixed costs of CityRail’s operation. If users of CityRail service were the only beneficiaries, then some form of Ramsey Pricing to raise the funding for fixed costs may be preferable to general taxation (because only users would pay). However, the working hypothesis that external benefits of CityRail are significant in total and widely dispersed motivates the use of subsidy funding from taxation receipts.
Example externality analysis

Note that the numbers in the illustrative diagrams below are not intended to be realistic. The actual optima have been estimated through the empirical work that is described in this report.

3.2.3 Welfare costs of taxation

One often reads in economic textbooks that socially optimal pricing involves setting price equal to marginal cost, but this prescription is problematic when fixed costs are significant, as they are for CityRail. Someone must pay for the fixed costs. If only users of the service benefit from it, then a form of Ramsey pricing is optimal—the fixed costs are recovered through a markup on marginal costs designed to minimally distort consumption decisions. Where external benefits are widespread, Ramsey pricing overtaxes the users and undertaxes the third-party beneficiaries. Here, Government subsidy can assist in achieving an efficient mix of funding sources.

However, one cannot overlook the fact that taxation itself will distort consumption decisions (even when one overlooks the cost of collecting taxes). Income taxes reduce the utility of working, so the balance between work and leisure is distorted toward the latter. Commodity taxes reduce the income of consumers and change the relative prices of different goods, invariably affecting consumption patterns. Like monopoly pricing, taxation imposes a deadweight loss on society. This loss should be part of the marginal
welfare analysis used in the optimisation of Government subsidy to CityRail. In subsequent analysis I assume that the deadweight loss associated with taxation raised to fund CityRail’s operating deficit, is 0.1 times the amount of tax revenue raised, and I test the sensitivity of the results to this choice.

3.2.4 Objectives of Government

As the foregoing discussion has noted, there are several possible alternative objective functions that a government might conceivably wish to apply to its determination of an optimal CityRail fare structure. My role in this process is to prepare valid empirical estimates of the relevant relationships and to construct some modelling tools that will permit the optimisation process to be undertaken in a flexible manner by IPART. It is neither appropriate nor necessary for me to select the objective function that IPART would apply. Instead, the modelling tools developed as described in this report are constructed in a flexible manner so that any of the potential objective functions discussed below may be applied.

Potentially, one objective might be to minimise the subsidy paid to CityRail. This objective might conceivably be achieved by attempting to set average fares equal to the average cost per passenger journey of running CityRail. It is not certain, however, that average cost pricing would be practically achievable. Depending upon the actual shape of the demand schedule, there may be no patronage level greater than zero at which prices would equal average costs.

A more achievable objective may be to set fares so that the marginal revenue equals marginal cost. That prescription, monopoly pricing in effect, would minimise the subsidy, but that minimum subsidy may still be a significantly positive amount. It would be somewhat unusual for a government to adopt what is in essence a profit-maximising strategy in respect of a service which is undertaken essentially for social welfare reasons.

A more likely objective would be to maximise welfare, defined as the sum of producer and consumer surplus. This objective would be achieved by setting price equal to marginal cost.

A further potential objective, and one canvassed in the terms of reference for this study, would be to maximise welfare including externalities. This objective would be achieved

5 A range of figures for the marginal excess burden for a number of key state taxes is provided in Gabbitas, O. and D. Eldridge, “Reforming State Taxation”, Policy, Autumn 1999, p. 22. Apart from the franchise fees on petrol, tobacco and alcohol, which are no longer levied by State Governments, the marginal excess burden rates fall within the range 0 – 12 cents per dollar of taxation revenue, supporting a range of deadweight loss factors for the present externality study from 1.0 – 1.12.
by setting price equal to the marginal social cost, where positive externalities associated with rail patronage would act to make the marginal social cost lower than the marginal cost at a given patronage level.

The objectives mentioned so far have overlooked the costs associated with raising tax revenue to meet the fixed costs of the rail system, which are substantial. If a primary driver of rail subsidisation is the desire to capture external benefits generated by rail, then it would be illogical to charge taxpayers, say, the equivalent of $10/passenger journey in additional tax in order to achieve external benefits worth only $3/passenger journey. There must be some nexus between the costs of taxation and the magnitude of external benefits which that taxation is intended to deliver.

With this principle in mind, one further possible Governmental objective should be considered. This possible objective is to maximise welfare including externalities, less the deadweight loss associated with taxation. The optimum point under this objective would correspond to a somewhat lower patronage level relative to the objective of maximising welfare including externalities, and a somewhat higher fare level. This is the objective adopted in this study.

3.3 Conduct of the study

Turning now to my research program, the following steps have been undertaken:

1. Determine the socially optimal level of CityRail patronage (under each of several possible objective functions), given current or expected future settings of the key environmental variables;

2. Determine what average CityRail fare level, given current fare structures and relativities between different fare categories, would encourage that optimal level of CityRail patronage; and

3. Determine what level of Government subsidy would be necessary to support CityRail financially, at current or expected future levels of productivity and cost-effectiveness, given those optimal fare and patronage levels.

3.3.1 Main empirical pieces of work

I have conducted this study subject to very severe data limitations, especially on the cost side. These limitations, which also affect CityRail I understand, have implications for the ability of CityRail to manage the efficiency of its operations. I note that IPART has commissioned a separate consulting study to consider CityRail’s actual and potential future cost structures. Unfortunately, the information being generated by that other study does not provide the estimates of marginal cost that would be most useful for this study.

With that caveat in mind, the following main pieces of work have been undertaken to provide empirical substance to the conceptual analysis summarised above.
1. Econometric estimation of the own-price elasticity of CityRail demand to provide a partial view of the demand schedule, which is complemented with house price analysis\(^6\) in order to select between possible alternative functional forms for the demand schedule.

2. Econometric estimation was employed to establish the marginal cost of CityRail.\(^7\) This econometric work was hampered by a range of data quality and consistency problems owing to the poor state of historical record keeping on the part of CityRail and its predecessor organisations, a number of profound organisational changes over the time period considered, and immense shifts in the relative proportions of labour and capital in CityRail’s production function over time. For this reason, the cost analysis must be treated with some caution.

3. External modelling conducted to my specifications by the Transport Data Centre using its Sydney Strategic Travel Model was used to establish the relationship between CityRail patronage and the various characteristics of automobile and bus usage that drive the most readily quantifiable externalities.

4. As a reality check on the estimated quantum of consumer surplus and local external benefits,\(^8\) a separate type of analysis has been undertaken based on published econometric relationships between Sydney house prices and proximity to train stations (among a great many other factors). Using these published relationships, and holding all else constant, I estimated the consequences for house prices of removal of the rail network.

\(^6\) This house price analysis, described fully in Appendix 2 of the CRAI report, quantifies the value of convenient access to the railway system that is embedded in Sydney property prices. This value represents an amalgam of consumer surplus and suburb-specific externalities. It is useful in establishing an upper bound to the level of total consumer surplus for rail commuters at current levels of patronage.

\(^7\) There are reasons to believe that CityRail may be nearing some binding capacity constraints for peak hour on the City Circle: peak hour trains are already operating at minimum headway and maximum load factors, and occupancy on some train platforms (such as Town Hall in particular) is already nearing the practical limit. If it is true that the City Circle is nearing capacity, then marginal costs should start to rise steeply at patronage levels slightly above those currently being experienced. I have attempted to quantify that effect, and my sensitivity analysis will consider what impact my heuristic cost arguments may have on my results.

\(^8\) Local external costs would be suburb-specific. They may include some localised noise impacts, and potentially some traffic congestion impacts. They would not include greenhouse gas emissions, which are experienced equally by all suburbs, or traffic congestion in the CBD or on major transport arteries.
3.3.2 Externality calculation process

The steps in my estimation of the empirical relationship between CityRail fares and the external benefits associated with rail are as follows. First, it is necessary to empirically derive the demand-side relationship between CityRail average fares and patronage. Second, it is necessary to estimate the marginal cost of operating CityRail services. Both parts of this examination of CityRail are necessary to make any statement about the relationship between patronage and welfare.

Third, it is necessary to establish the relationship between CityRail patronage and usage of other passenger transport modes in Sydney, particularly private automobile travel. It is automobile displacement that generates the greatest external benefits attributable to CityRail.

Fourth, with a knowledge of the quantitative extent of automobile displacement by CityRail under different fare and patronage scenarios, it is possible to calculate the specific drivers of the external benefits:

- Changes in the amount of passenger time spent travelling provide one of the most direct measures of the costs of urban road congestion. More congestion means more time spent travelling. The traveller’s valuation of that extra time gives rise to a dollar value for the congestion externality, when compared to alternative scenarios.

- Changes in the amount of fuel consumed (which depends on the number of vehicle kilometres travelled, but also on the average travel speed—slower travel means more litres of fuel consumed per kilometre travelled) lead directly to changes in the amount of CO2 and other pollutants released to the atmosphere.

- Changes in the number of vehicle kilometres travelled lead to changes in the expected number of traffic accidents. The full relationship is subtle because average vehicle speeds influence the risk and severity of accidents. Under low rail patronage scenarios there are more automobile kilometres travelled each day, but the average speed may decrease as congestion becomes more severe. Accidents generate both internal and external costs. Published unit cost data do not always clearly specify which cost types are included, adding to the difficulty of reliable estimation of this externality.

These stages in my analysis are set out in chapters 3 – 10 below. Following that presentation, chapter 11 presents a discussion of the optimisation of fares, patronage and, implicitly, Government subsidy that focuses on the governmental objective of

---

9 In this report I have not modified the accident incidence or severity parameters to take account of slower vehicle speeds under congested conditions.
maximising welfare including externalities, less the total direct and indirect costs of taxation. Chapter 12 presents the conclusions.

4 Price elasticity of demand for CityRail services

The first quantitative link that must be established is that between the CityRail fare and CityRail patronage. I chose to estimate this relationship through an econometric investigation of annual historic CityRail revenue and patronage data over a 30 year period (1977/78 – 2006/07). This approach is quite different to the empirical methods employed to date to estimate the own-price elasticity of CityRail demand, which have generally focused on stated preference interviews.

One reason that long-term historic fare and patronage data has not been used previously for this purpose is that the fare data is not readily available. Indeed, my initial inquiries revealed that RailCorp does not maintain historic farebox or ticket price data. These data limitations have proven problematic in the present study. It is also concerning that CityRail places such an apparently low priority on the capture and use of commercial data of this type for its own decision-making.

Another likely reason that long-term time series data has not been used is that over a 30 year period many determinants of patronage, including demographic, technological, and quality factors have changed profoundly. In recognition of this fact it was necessary to select a range of explanatory variables that goes well beyond the factors that would normally be considered in a short-term analysis of modal choice.

After examining a range of possible explanators of patronage, I found that a simple linear model provided a good fit to the historic data, in which the key coefficients had the expected sign and were significant at or near the 1% level.

The econometric demand model taking account of these variables generated an estimated short-run rail fare own-price elasticity of 24% and a long-run fare elasticity of 35%. These elasticity estimates corresponds well with those obtained by some prior studies, notably Hensher and Raimond. They are consistent with the elasticity estimates recently provided to IPART by Booz Allen and Hamilton.

I investigated the possibility that the long-run elasticity might be significantly different from the short-run elasticity, employing the Voith methodology. Long-run elasticity reflects long-run adjustments through investments in relocation and transportation assets, whereas short-run elasticity reflects only current-period changes in location or investment in public transportation which affect ridership. For example, in the long-run automobile commuters may respond to a permanent shift in fuel, parking or car prices by changing jobs, moving house, or telecommuting. Changes of this magnitude would not be part of the short-run response. I concluded that the long-run effect was
significant in the case of CityRail, but even in the long-run patronage was relatively price-inelastic.

Two alternative functional forms for the demand schedule were investigated:

- Linear demand; and
- Elasticity proportional to price.

The latter functional form was employed in RailCorp’s own externality analysis. The house price analysis referred to in appendix 2 of the CRAI report permitted me to narrow down the plausible range of demand schedules, as discussed in more detail later in this chapter.

4.1 Demand model

The dependent variable selected was annual CityRail passenger journeys.

The independent variables were:

- The real average fare per passenger journey in dollars of the 2006/07 year (CityRail passenger revenue excluding subsidies divided by the number of passenger journeys);
- The real value of a composite Sydney motoring cost index, including fuel, maintenance and ownership costs;
- The dependent variable lagged by one year;
- The Sydney unemployment rate multiplied by the population of Sydney;
- The number of new CityRail stations built since 1932;
- The incidence of strikes affecting railway workers (thousands of hours of time lost due to NSW railway industrial stoppages divided by the number of employees of the NSW Railways);
- The population of Sydney;
- Time (1971/72 = 1, 1972/73 = 2, etc.);
- A dummy variable for the 1977 Granville rail disaster involving a 5 year time lag effect;

4.2 Motivation for choice of regression variables

Passenger journeys, rather than passenger kilometres, were chosen as the dependent variable simply because of the unavailability of passenger kilometre data on a consistent basis over the time period. The comparative data that is available suggests that the average distance travelled per CityRail passenger journey has remained relatively constant at 18 – 19 km.

The real average fare was selected as the principal own-price variable of interest. Adjusting nominal fares by the CPI reflects the tradeoff made by households between outlays on rail travel and outlays on other consumer purchases. It is necessary to establish that fares are determined exogenously to patronage. Given the institutional basis for the fare-determination process in Sydney, it seems likely that fares are exogenously determined. Since 1992 (half the period used in the demand estimation) IPART has been responsible for determining CityRail fares. IPART follows an exhaustive and time-consuming process to arrive at annual fare determinations, involving public hearings and submissions. Section 15 of the IPART Act sets out a range of matters to be considered by IPART in making fare determinations. These matters include, inter alia, the cost of providing the services, protection of consumers, the effect on general price inflation, the need for ecologically sustainable development, the need for greater efficiency, and standards of quality, reliability and safety. The multiplicity of these objectives, the timing of the process, and the complexity of the required analysis makes it extremely unlikely that there is any steady causal link between patronage and prices.

The real private motoring cost index was selected as the principle alternative mode-price variable of interest. I obtained a time series from the Australian Bureau of Statistics representing a composite private motoring cost index that includes fuel, maintenance, registration, and ownership costs. This index closely tracked the CPI over the period, as shown in the chart below (i.e., when the index was CPI-adjusted it was nearly constant over 35 years). Real CityRail fares and the real private motoring price index are both plotted. The latter is relatively constant, while the former exhibits considerable variation over the period.
An alternative motoring cost index, consisting of the real Sydney fuel price index, was considered, but ultimately not used. The coefficient for this variable was not statistically different from zero. Further, the sign of the coefficient was negative, indicating a drop in patronage when the price of fuel increases. This converse relationship is understandable in terms of the impact on the economy (hence employment, hence rail patronage) of higher fuel prices, but it means that the fuel price term does not provide useful insight into the importance of the price of alternative transport modes.

The lagged dependent variable was included as a regressor in order to estimate the difference between long-run and short-run values for all coefficients. This method is discussed in a paper by Richard Voith.11

Two quality of service indicators were included in the demand model: number of stations opened since 1932, and incidence of strikes. The coefficient for number of

---

stations was positive and highly significant. The coefficient for incidence of strikes was negative, as would be expected, and also highly significant.

It is necessary to establish that the number of stations was determined exogenously to patronage. To do so, I note that the number of stations increased three times during the sample period: the Eastern Suburbs line opening in 1979/80, the East Hills line extension in 1987/88, and the Airport Rail line opening in 1999/2000. In each case, the new stations were constructed as part of an entirely new line serving an area that was previously not served by rail. The direction of causality was clearly that patronage increased because new stations were built in previously unserved areas.

Other quality of service variables that would have been useful include on-time running, frequency of service, passenger safety, train cleanliness and crowding. Unfortunately no consistent and reliable data were available on these measures over the period. Furthermore, the basis for measurement of on-time running statistics has changed several times over the period.

Demographic factors included in the model were unemployment in Sydney, and the population of Sydney. Unemployment is relevant because the principal use of CityRail during peak hours is the journey to and from work. The pool of potential CityRail passengers would be expected to grow with Sydney’s population, although the geographic location of that growth is also important.

The inclusion of a time variable reveals that there is a statistically significant trend away from the use of rail over time when usage is expressed in terms of passenger journeys per head of Sydney population. One possible explanation of this phenomenon is that Sydney’s population and employment growth since 1977/78 has occurred predominately in areas not served by the rail network.

Dummy variables were employed to account for the patronage impacts of two unique events in Sydney’s history: the Olympic games in September 2000, and the Granville rail disaster in January 1977. During the Olympic games, rail was heavily promoted by the NSW Government as a means of accessing Olympic events and car usage was heavily discouraged. As a direct result of these events and policies, CityRail achieved an all-time yearly high in patronage during the 2000/01 financial year in which the Olympics took place. The dummy variable represents an instantaneous effect in that year only.

The Granville rail disaster occurred in January 1977. A morning commuter train derailed around a bend and subsequently collided with the central support of a road bridge crossing the railway line at Granville. The bridge collapsed onto the train, flattening the 3rd and 4th carriages, killing more than 80 people and seriously injuring many more. It was the worst rail disaster in Australia’s history. The subsequent inquiry found that the accident was caused as a direct result of inadequate infrastructure maintenance, which was endemic to the entire NSW railway system at that time.
This event shattered public confidence in the rail system, particularly because the cause was systemic. Despite the fact that CityRail fares were at an all-time low (in both nominal and real terms), patronage was also at an all-time low. The approach taken to construction of a dummy variable for this event was as follows. The Granville effect for 1976/77 was set at 0.5 to reflect the fact that the accident occurred roughly halfway through that financial year. For the following two years, the Granville effect was set at 1.0. For 1979/80 the Granville effect was set at 0.66 and for 1980/81 it was set at 0.33. The Granville effect was set at zero for all subsequent years.

Admittedly, there is an element of judgement in selecting this particular profile over time for the Granville effect. The reason for phasing it out across 1979/80 and 1980/81 is that the June 1979 opening of the new Eastern Suburbs Line is generally credited with heralding a new sense of public confidence in the suburban rail system. This effect is observable in the historic patronage data, which showed a 14% increase in passenger journeys in the first full year of the Eastern Suburbs Line’s operation despite a 15% increase in nominal average fares. Some of that increase would be attributable to users of the new line.

Given that the immediate post-Granville period saw the coincidence of historical low fares and patronage, demand models that do not include the Granville dummy fail to produce a statistically significant relationship between fares and patronage.

### 4.3 Data Sources for Demand Function

I relied on annual reports for the State Rail Authority, its predecessors and Rail Corp for these data. My analysis of annual report data was complemented by analysis conducted in 1997 by Dr Ian DeMellow as part of his PhD thesis. The data employed in my analysis is summarised in the table below.

---

Passenger journeys and nominal fares were obtained from the annual reports and Dr DeMellows’ thesis. The number of stations opened since 1932 was taken from historical records. Data on unemployment, and population in Sydney were obtained from the Australian Bureau of Statistics.

Prior to 1972, the annual reports amalgamated CityRail patronage and revenue with country train data, rendering it unsuitable for my analysis. Of the 35 years for which stand-alone CityRail data is available, only the latter 30 years, from 1977/78 – 2006/07 were used because the population and unemployment data was not available on a consistent basis prior to 1978. Within the 30 years included in the econometric demand analysis, patronage ranged from 179mPJ/yr to 303mPJ/yr. If the Granville and

---

13 I did investigate the use of a proxy for Sydney population based on NSW population and for Sydney unemployment based on national unemployment for the earlier years. However, the results of the longer time series regression were inconclusive, probably as a result of the crudeness of the unemployment proxy.
Olympic effects are not included, the patronage ranged between 197mPJ/yr and 279mPJ/yr over the period.

### 4.4 Results of fare own-price elasticity estimation

The results are presented in two parts. First, the local elasticity estimate is presented. Then the likely functional form of the overall demand schedule is discussed.

#### 4.4.1 Elasticity in neighbourhood of current demand

The main regression results are summarised below. First patronage was regressed on contemporaneous values of the explanatory variables. The results are presented below.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-650.87</td>
<td>236.29</td>
<td>-2.8</td>
</tr>
<tr>
<td>REALFARE</td>
<td>-46.37</td>
<td>9.73</td>
<td>-4.8</td>
</tr>
<tr>
<td>REAL_PCARS</td>
<td>0.86</td>
<td>0.31</td>
<td>2.8</td>
</tr>
<tr>
<td>UNEMP</td>
<td>-0.0013</td>
<td>0.0003</td>
<td>-4.1</td>
</tr>
<tr>
<td>STATIONS</td>
<td>2.33</td>
<td>0.54</td>
<td>4.3</td>
</tr>
<tr>
<td>STRIKE</td>
<td>-431.88</td>
<td>221.70</td>
<td>-1.9</td>
</tr>
<tr>
<td>POP</td>
<td>0.38</td>
<td>0.12</td>
<td>3.3</td>
</tr>
<tr>
<td>TIME</td>
<td>-13.29</td>
<td>4.49</td>
<td>-3.0</td>
</tr>
<tr>
<td>GRANVILLE</td>
<td>-45.61</td>
<td>6.86</td>
<td>-6.6</td>
</tr>
<tr>
<td>OLYMPICS</td>
<td>22.85</td>
<td>2.66</td>
<td>8.6</td>
</tr>
</tbody>
</table>

While the correlation coefficient and t-values are high, the low value of the Durbin-Watson statistic indicates the presence of serial correlation among residuals, meaning that the standard tests of significance may be misleading. The serial correlation problem arises because there is a lagged response by patronage to changes in the explanatory variables, including fare. Putting this another way, the full long-term effects of a change in fare are not reflected in the same year’s patronage. It was this tendency of long-run effects...
price elasticity to exceed short-run price elasticity that motivated Voith to employ a more sophisticated estimation method. The application of Voith’s method to the CityRail data is presented in the next section.

4.4.2 Long-run versus short-run elasticity

The regression results presented above employ an unusually long time series (compared to other elasticity studies) to derive what is in effect a short-run value of the elasticity of demand for CityRail services. The distinction between long-run and short-run elasticity values is potentially important. A temporary change in ticket prices or in the price of fuel might induce a temporary modal shift, but a permanent change in the relative attractiveness in modes may lead to more far-reaching decisions by commuters. For example, faced with the prospect of ever-increasing fuel prices, a road commuter may move to a different home located closer to work, change jobs, buy a more fuel-efficient car, telecommute or retire early. A long-run elasticity would reflect an individual’s freedom to make a wider range of decisions than would be available in the short-run. For this reason, long-run elasticities are likely to be higher than short-run values.

Richard Voith published an econometric method to estimate the differences between short-run and long-run price elasticities for commuter rail transportation, and applied it to the SEPTA system in Philadelphia. At the heart of his method was a regression model in which demand for rail trips was expressed as a function of the prices and attributes of the rail mode and competing modes, as well as the lagged demand variable. The coefficient for the lagged demand variable, estimated using an instrumental variable approach, determines the multiplicative factor to be applied to the short-run elasticity to obtain the long-run elasticity.

In order to apply Voith’s method, I modified the above regression model so as to include the lagged dependent variable as one of the explanatory variables. A lag of one year is used. The Voith approach assumes that changes to the independent variables, including fare, have an influence that persists over time with an effect that declines in a geometric series. Exploiting the mathematical properties of geometric series, Voith was able to estimate the ratio of consecutive terms by including the dependent variable with a one-period lag only. The results of this alternative demand model are presented below.

Voith notes the possibility that error terms will be serially correlated for such a demand model. If serial correlation is present, an ordinary least squares estimation of my demand function would yield inconsistent estimates of the coefficients. The Durbin-Watson statistic does not provide a meaningful indication of the presence or absence of serial correlation when one of the regressors is the lagged dependent variable. For this reason, I have performed the Breusch-Godfrey test for serial correlation. The results of this test are tabulated below.

An empirical estimate of CityRail marginal costs and externalities
Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0.066533     Prob. F(1,18) 0.7994
Obs*R-squared 0.11048     Prob. Chi-Square(1) 0.7396

Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 04/07/08   Time: 14:03
Sample: 7 36
Included observations: 30
Presample missing value lagged residuals set to zero.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>29.48</td>
<td>0.12</td>
<td>90%</td>
</tr>
<tr>
<td>REALFARE</td>
<td>1.52</td>
<td>0.13</td>
<td>90%</td>
</tr>
<tr>
<td>REAL_PCARS</td>
<td>0.03</td>
<td>0.10</td>
<td>92%</td>
</tr>
<tr>
<td>PJ(-1)</td>
<td>0.02</td>
<td>0.16</td>
<td>88%</td>
</tr>
<tr>
<td>UNEMP</td>
<td>0.00</td>
<td>-0.02</td>
<td>98%</td>
</tr>
<tr>
<td>STATIONS</td>
<td>-0.03</td>
<td>-0.05</td>
<td>96%</td>
</tr>
<tr>
<td>STRIKE</td>
<td>-15.58</td>
<td>-0.06</td>
<td>96%</td>
</tr>
<tr>
<td>POP</td>
<td>-0.02</td>
<td>-0.14</td>
<td>89%</td>
</tr>
<tr>
<td>TIME</td>
<td>0.67</td>
<td>0.14</td>
<td>89%</td>
</tr>
<tr>
<td>GRANVILLE</td>
<td>1.54</td>
<td>0.15</td>
<td>89%</td>
</tr>
<tr>
<td>OLYMPICS</td>
<td>0.51</td>
<td>0.10</td>
<td>92%</td>
</tr>
<tr>
<td>RESID(-1)</td>
<td>-0.09</td>
<td>-0.26</td>
<td>80%</td>
</tr>
</tbody>
</table>

R-squared 0.003683     Mean dependent var -7.76E-14
Adjusted R-squared -0.605178     S.D. dependent var 3.331325
S.E. of regression 4.220643     Akaike info criterion 6.007026
Sum squared resid 320.6489     Schwarz criterion 6.567505
Log likelihood -78.1054     Hannan-Quinn criter. 6.186328
F-statistic 0.006048     Durbin-Watson stat 1.988245
Prob(F-statistic) 1

This test suggests that the error term is not serially correlated with a lag of 1, and that none of the regressors is correlated with the error term. In light of this finding, I did not proceed to an instrumented variable approach, as would normally be done in the event of serial correlation.

The long-run demand model provides an extremely good explanation of the variation in the dependent variable. The t-values are all above 2 except for the constant, population, and the time trend variable. They key variables of interest are all significant at or near the 1% level.
The point estimate of the long-run elasticity for patronage levels observed in 2005/06 and 2006/07 derived from this regression (-0.35) is significantly different from the short-run elasticity estimate derived from this model (-0.24). A sensitivity run omitting the time trend variable yielded a long run elasticity point value of (-0.29) and a short run elasticity value of (-0.18).

Given these results, the sensitivity testing performed later in this report will examine a range of point elasticity estimates between -0.24 and -0.35 for the patronage levels observed in 2005/06.

Some commentary is warranted on the fact that CityRail demand is so price inelastic. Voith’s own results showed that for the SEPTA system in Philadelphia, long run elasticities had an absolute value of greater than 1, despite the fact that short run elasticities had an absolute value lower than 1.

For Sydney, CityRail’s share of passenger kilometres on a normal working day in 2006 was only about 11%. Nevertheless, the vast majority of commuter rail journeys have the Sydney Central Business District (CBD) as their origin or destination. CityRail’s modal share for peak hour trips to the CBD is greater than 50%. The congestion on major arteries into the CBD, together with the cost and scarcity of CBD parking (supported in part by active Government policies to discourage it) contribute to this high rail modal share in Sydney. These factors, as well as the similarity to previous CityRail price elasticity estimates, support the low elasticity figures reported here.

4.4.3 Functional form of demand schedule

As the price elasticity of demand for CityRail services was estimated over a relatively narrow range of historical patronage (between 179mPJ/yr and 303mPJ/yr), it is not straightforward to extrapolate the demand schedule for much lower patronage values. Unfortunately, the demand schedule at these low patronage values is relevant to estimates of the consumer surplus created by CityRail.

The demand schedule could conceivably conform to any one of a number of possible functional forms including, among others:

- Linear demand;
- Elasticity is proportional to fare (referred to by RailCorp as “negative exponential demand”; and
- Constant elasticity.

---

15 See the BAU column (business as usual) for the Transport Data Centre’s SSTM model run in s6.4 below.
While a constant elasticity demand schedule can probably be ruled out on the grounds of implausibility, both the linear and negative exponential functional forms are consistent with observed patronage and fare data. The sensitivity range for fare elasticity considered in this study is between -0.24 and -0.35. There are four possible permutations of fare elasticity and functional form, excluding the constant elasticity demand schedule. These are shown graphically in the chart below.

Casual inspection of the areas beneath the four demand schedules shows that the consumer surplus at current patronage levels (of approximately 275mPJ/yr) would be very different, depending on the particular demand schedule selected from this group of four. Clearly the choice of functional form is important to the quantitative result of this analysis.

The property price analysis described in Appendix 2 of the CRAI report derived an annuity value of $1.4b. This figure represents the sum of consumer surplus and those

\[ \text{consumer surplus} \]

16 Constant elasticity across all patronage levels is implausible because it is inconsistent with the widely observed phenomenon of increasing elasticity at extreme high prices, reflecting the greater range of substitution possibilities at higher prices.
external benefits that are suburb-specific. Some external benefits, such as reduced greenhouse gas emissions, are not suburb-specific and for that reason would not lead to any price differential between houses in different suburbs. While other external benefits of rail, such as reduced road congestion and risk of automobile accidents, may be suburb-specific to some degree, the suburb-specific component of even these externalities may be a small part of the total external benefit.

If the negative exponential functional form for the demand schedule were calibrated to the low elasticity value of -0.24, the total consumer surplus at the 2006 level of CityRail patronage would be $2.1b/yr—a figure that far exceeds the annuity calculated based on the property price analysis. This finding suggests that the negative exponential functional form with point elasticity of -0.24 is not consistent with the property price analysis.

On the other hand, if the linear demand schedule is calibrated to the high elasticity value of -0.35, the total consumer surplus at the 2006 level of CityRail patronage would be only 707m/yr—less than half the figure estimated from the property price analysis. Noting that the externality component of the $1.4b estimate from the property price analysis is likely to be relatively small (only the suburb-specific externalities), this finding suggests that the linear functional form with point elasticity of -0.35 is not consistent with the property price analysis.

That leaves the two intermediate demand schedules (shown in solid lines in the chart above): a linear functional form with point elasticity of -0.24 and a negative exponential functional form with point elasticity of -0.35. The former yields a total consumer surplus at 2006 patronage levels of $1.0b/yr—a figure that is consistent with the annuity value derived from the property price analysis, when one recognises that the annuity also includes some element of suburb-specific external benefit for rail. The latter yields a total consumer surplus at 2006 patronage levels of $1.4b/yr—a figure that is also broadly consistent with the annuity derived from the property price analysis.

These findings suggest that either a linear functional form with point elasticity of -0.24 or a negative exponential functional form with point elasticity of -0.35 should be used for the consumer surplus analysis and the other welfare analysis relied upon in the optimisation stage of this study.

4.5 Comparison to other price elasticity results

The econometric estimates described in this chapter fall within the range -0.24 (for short-run elasticity) to -0.35 (for long-run elasticity). Rough estimates of the short-run rail own price elasticity can be made using the Transport Data Centre’s runs of the SSTM performed to my specification (as described in chapter 5 below). These elasticity estimates range from -0.17 to -0.23 depending on whether the price change was positive or negative, 10% or 20%.

The January 2008 Booz Allen Hamilton (BAH) Draft Final Report “City Rail Fare Elasticities” commissioned by IPART sets out the own-price elasticity estimates derived from the authors’ stated preference survey, and compares these to previously published
values. The BAH elasticity estimates were -0.36 for CityRail overall, -0.38 for commuter ticket types and -0.33 for non-commuter ticket types. BAH also cites results from Hensher and Raimond’s 1996 study: -0.29 for CityRail overall, -0.24 for commuter ticket types, and -0.33 for non-commuter ticket types.\textsuperscript{17}

My short-run elasticity estimates are similar to but somewhat higher than those implicit in the SSTM. My short-run elasticity estimate is similar in magnitude to the Hensher and Raimond estimates. My short-run price elasticities are lower than those generated by BAH’s stated preference work commissioned by IPART, but my long-run elasticities are similar in magnitude.

It is possible that one reason for differences between my results and other published stated preference work is that the latter does not take into account the effect of capacity constraints on CityRail patronage at the peak hour. When a respondent answers a survey question, that individual may not be in a position to anticipate the potentially crowded conditions on a peak-hour train that might arise as a result of a favourable movement in rail fares.

Further, it is not clear to what extent respondents to a stated preference survey take into account the long-term possibilities of moving house, buying a more fuel-efficient car, changing job, etc., when weighing the modal options currently offered.

5 Marginal cost estimates

5.1 Introduction

An earlier report prepared for IPART’s review of the CityRail regulatory framework presented a calculation of the optimal level of Government subsidy to CityRail.\textsuperscript{18} The usefulness of the optimisation approach set out in that report depends, in part, on the reliability of the marginal cost estimates employed. At the time it was necessary to rely on heuristic arguments to establish a range of possible values for CityRail’s marginal

\textsuperscript{17} Data points presented in Table 11, p. 27, Booz Allen Hamilton Draft Final Report.

cost. The new analysis contained in this chapter was commissioned by IPART in order to obtain a more reliable marginal cost estimate through the use of econometric methods.

This econometric approach has been limited by the quality of data that is available on CityRail’s historic cost and output performance. For the most part, it has been necessary to rely on figures published in the annual reports of the State Rail Authority of New South Wales and its various successor entities. Some of these figures suffer from known estimation problems. Some important time series are discontinuous—some figures were not reported in some years. Other time series were compiled on bases that changed over the period of interest. A total factor productivity analysis of the SRA that was published in 1996 provided a complementary source for some estimates and for some corrections to published estimates.

Further difficulties arose because the parent organisation for CityRail has undergone a number of drastic transformations over the period of interest. For example, during the late 1970s, rail services were combined with bus and ferry services in the Public Transport Commission of NSW. Subsequently non-rail services were spun off to separate entities. More significantly, in the early 1990s interstate freight services were devolved from the SRA to the newly formed National Rail Corporation. In 1996, freight services were separated completely from the SRA as FreightCorp was corporatised and eventually privatised. At that time, track ownership was devolved to a separate state owned corporation (the Rail Access Corporation) and track maintenance services were devolved to the Rail Services Authority, which subsequently became corporatised as Rail Services Australia. Some time later, RAC and RSA were recombined to form the Rail Infrastructure Corporation. Ultimately, RIC was recombined with the SRA to form RailCorp and the old SRA corporate structure was maintained as a holding company for non-core assets and businesses that were awaiting disposal. Each of these organisational changes has complicated the task of extracting the key data on costs, inputs and outputs because they were not generally reported at the business unit level.

This chapter of the present report attempts to derive marginal cost estimates by examining the dependence over a long time frame of costs on outputs and factor prices. Despite the fact that a 36 year period was used, the resulting estimates represent short run marginal costs. The observed costs comprised annual expenditure and did not include capital costs.

Further, the measured costs are backward-looking. It is unlikely that they could be validly extrapolated to a future in which substantially higher patronage might need to be accommodated. The reason for this is that CityRail is suffering from capacity constraints at present. The alleviation of these constraints may require the construction

of expensive new underground lines and stations in the Sydney CBD. None of these types of costs were contemplated in the marginal cost study period between 1972 and 2007. Over that time, the only significant infrastructure investments were the Eastern Suburbs Line, the Airport Link, and the Olympic Park facilities. The scale of investment potentially needed to remove existing bottlenecks may make even these projects appear cheap in comparison.

A back of the envelope calculation is presented later in this chapter that attempts to estimate the order of magnitude of the long run marginal costs associated with such an expansion to existing CBD capacity constraints.

The choice of specific explanatory variables has been driven largely by data availability and the need to bridge these organisational changes without creating discontinuities in the time series.

The chapter is structured as follows. Subsection 2 below sets out the context in which this econometric analysis was conducted. Subsection 3 explains the methodology adopted. Subsection 4 discusses data sources and data issues, noting in particular how and why certain variables were constructed. Subsection 5 presents the results, including tests of robustness, and section 6 discusses their interpretation. Section 7 presents a very approximate analysis of long run marginal costs required to progress beyond existing capacity constraints. The final subsection concludes.

5.2 Context

CityRail’s total costs are published each year in the RailCorp annual report. It is a straightforward matter to derive average costs—total costs may simply be divided by the number of units of output. The quantity of most interest, however, is the marginal cost—that is the additional cost to CityRail of producing one more unit of output, or the cost that would be avoided if one less unit of output were produced. Marginal costs are not published for CityRail and, as far as one can tell, RailCorp does not attempt to calculate them.

The reason for focusing on marginal costs is that they are a key influence on socially optimal pricing for CityRail tickets. When externalities can be ignored, the optimal ticket price would be equal to the marginal cost of producing the passenger journey. This cost is likely to be quite different from the average cost because the fixed costs, which are large for a passenger railway, are included in average, but not marginal costs. When externalities are important, as they are for CityRail, the optimal ticket price would be equal to the marginal cost less the marginal external benefit created by the passenger journey.

It is possible to apply experience with railway management to guesstimate a relationship between changes in patronage and changes in costs of various types. For example, if load factors on trains were held fairly constant, then the number of train kilometres supplied would increase in proportion to the number of passenger kilometres. Costs associated with train drivers, guards, and traction electricity would therefore change
roughly in proportion to patronage over the longer term. Station costs, however, would remain relatively constant as station staffing is not strongly dependent on the number of passengers that pass through the turnstiles. Similarly, rail infrastructure costs would exhibit only a slight variation with changes in patronage as long as the track did not reach a capacity limit that required the construction of new track. Heuristic arguments of this sort were used in the earlier study to calculate rough marginal cost estimates.  

Clearly, however, it would be preferable to obtain a statistically reliable model of CityRail costs that would enable a top-down calculation of marginal costs, together with standard measures of robustness. This report documents attempts made to date to do so and discusses the results.

5.3 Methodology

The aim of this analysis is to produce a robust econometric model that explains variations in CityRail’s total cost as a function only of variations in CityRail’s outputs and relevant factor prices (Fp). The form of the desired model is:

\[ \text{Cost} = a_0 + a_1 \text{Output}_1 + a_2 \text{Output}_2 + a_3 \text{Fp}_1 + a_4 \text{Fp}_2 + a_5 \text{Fp}_3 + a_6 \text{dummy} \]

This functional form is preferred because of its simplicity, tractability, and intuitive meaningfulness. It yields a reasonable approximation to the true cost function when the input/output relationships are approximately linear.

5.3.1 Choice of variables

Broadly speaking, the dependent variable “Cost” refers to the total costs of the organisation. The first output is a passenger measure. The second output is a freight measure, since freight and passenger journeys were joint products of the organisation for much of the period.

The three principal factors of production are labour, fuel, and capital. The respective factor prices are wages, the price of traction electricity (which is used to propel the vast majority of CityRail trains), and the long-term bond rate.

A dummy variable is included to reflect the anomalous cost behaviour surrounding the immediate aftermath of the 1977 Granville train disaster in which more than 80 people were killed.

---

20 Smart (2008), op. cit.
An alternate functional form was also considered in which the only output was the passenger measure. The existence or otherwise of freight as a joint product in any given year was dealt with through a dummy variable.

Once the relevant time series were assembled, the coefficients were estimated by multiple ordinary least squares linear regression. All prices and costs (apart from the long-term bond rate) were translated to real values in dollars of the 2007 year.

5.3.2 Passenger output measure
The ideal measure of passenger output would be passenger-kilometres. Unfortunately, CityRail passenger-kilometres were hardly ever reported by the SRA. In contrast, passenger journeys were disclosed for CityRail in every annual report since 1972. Nevertheless, a reasonable estimate can be made of passenger-kilometres from the passenger journey information because the average trip length for CityRail has been relatively constant over time.

Dr DeMellow estimated the average suburban trip length to have been 17.1 km in 1956/57, rising gradually to 17.9 km in 1984/85. The Transport Data Centre’s Household Travel Survey identified the average length of train trips as 19.5km in 1991, falling to 18.4km in 2001, then rising again to 18.7km in 2003. These trips were within the Sydney Statistical Division, which includes Gosford, Wyong and the Blue Mountains in addition to the suburban areas covered in Dr DeMellow’s calculation. Based on confidential data provided by CityRail on numbers of tickets sold and the maximum distance capable of being travelled on those tickets, it has been possible to estimate average distance travelled on Adult Single tickets in each year between 1998 and 2007.

The chart below summarises the average trip length over time, combining data from Dr DeMellow’s thesis and the analysis of CityRail Adult Single ticket sales. The gap in the middle, for years 1993-97 was filled by linear interpolation.

---

22 The calculation was done by assigning to each distance band the midpoint distance, and truncating the calculation to include only distances less than 175 km. Longer distances fall outside the CityRail electrified area.
Given this relative constancy of the average trip length over time, passenger journeys (which are reported) are taken to be proportional to passenger-kilometres (which are not reported). Therefore changes in load factors on CityRail trains can be tracked by comparing the ratio of passenger journeys to seat-kilometres over time.  

A comparison of passenger journeys and seat-kilometres reveals some important and systematic changes in load factors. The chart below presents annual CityRail passenger journey figures (in millions) versus CityRail seat-kilometre figures (also in millions). Each symbol represents one year between 1972 and 2007. The symbols are connected in temporal sequence to show the direction of movement over time. A line of best fit passing through the origin is superimposed.

---

23 That is because, if passenger journeys are of constant average distance, they will be proportional to passenger kilometres. The average load factor is simply passenger kilometres divided by seat kilometres.
In the earlier years (to the left of the chart) load factors were high. This fact can be inferred from the position of the points above the line of best fit, indicating higher than average number of passenger journeys per seat-km. Load factors were indeed high when the CityRail fleet was predominantly single-deck carriages.

In the later years (to the right of the chart) load factors tended to be lower, as can be inferred from the position of the points below the best fit line. The introduction of double-deck suburban carriages boosted capacity more rapidly than patronage grew.

Since the focus of the present study is CityRail’s costs, and since costs tend to be driven by seat-km, rather than occupied seat-km, the passenger output measure eventually chosen was seat-kilometres. The relatively loose relationship between passenger journeys and seat-kilometres (despite a nearly constant average journey length) means that costs are poorly correlated with patronage.

To see that the major train running costs (train sets, drivers and guards, traction electricity) are better explained by seat-kilometres than by passenger-kilometres, note that the cost differences between running a full train and an empty one are minimal. To illustrate this point, consider a Tangara carriage which has a tare mass of between 42 and 50 tonnes (depending on whether it is a control trailer or motor carriage). The seating capacity is between 98 and 112. Assuming an average mass per passenger of 75kg, a fully loaded (seated passengers only) 8 car Tangara trainset would have a total mass of 431 tonnes, of which only 63 tonnes would be the passengers. Removing all passengers from a fully-loaded train would only reduce its mass by approximately 15%.
Only some of the train running costs are mass-dependent (fuel and track wear and tear), and these would only be reduced by approximately 15% for an empty train.

Of the other major cost items for CityRail, none are particularly sensitive to the number of passengers using the system. For example, in 2006-07, asset management accounted for $817m of $1,602m operational costs. Asset management, comprising track infrastructure and rolling stock costs, depends on capacity rather than actual usage. It is only in the areas of station operations, security services, and presentation services (train cleaning, etc.) that passenger numbers might conceivably drive costs. These costs total only $343m of $1,602m, and even these would be partly independent of actual patronage.

These heuristic arguments are supported by the regression results presented below, which show that patronage is a poor explanator of costs, but seat-kilometres is a good explanator.

### 5.4 Data sources and issues

A great deal of work has gone into the selection of measures of cost, output and factor prices that can be applied meaningfully and consistently over the whole time period of the analysis, 1972 - 2007. The task of selecting these measures was complicated by the need to deal with many profound organisational changes over that period.

The following variable choices were ultimately made.

#### 5.4.1 Cost

The real value in 2007 dollars of total expenses for the entire organisation (being RailCorp most recently, the State Rail Authority of NSW in earlier years) less the following items:

- Depreciation and amortisation;
- Loss on asset disposal and write-off of retired assets; and
- Interest cost.

The total expense figure, along with the three excluded items, has been reported in the profit and loss statement (also called the income statement or statement of financial performance) consistently over the period of interest.

The reason for excluding these three items is that they have been subject to large and somewhat arbitrary variations over time, depending on the accounting and asset valuation policy of the day—which changed markedly over the 36 year period considered here. A good example of the arbitrary nature of these changes is the State Government’s 1989 decision to relieve the SRA of its debt burden because servicing the interest cost had become commercially infeasible. The ensuing dramatic change to
interest costs bore no relation whatsoever to the fundamentals of the business or the resource costs of operating it.

Total expenses, according to a strict interpretation of the SRA’s accounting policies, do not include capital expenditure on fixed assets. Nevertheless, capital-type costs have been included as a result of two practices:

1. Much of the passenger rolling stock is leased rather than owned outright. The effect of some leasing arrangements is that the rental cost, which is an expense, is affected by changes in the interest rate.

2. Cyclic renewal of trackwork and other major pieces of infrastructure has generally been expensed rather than treated as capital expenditure, although this practice has not been consistent over the entire period of interest.

5.4.2 Output 1

As discussed above, the primary measure of passenger output is CityRail seat-kilometres. For the years 1972 – 1992, Dr DeMellow’s estimates of CityRail electric seat kilometres were used. For the remaining years, seat-kilometres were estimated by applying a fleet average number of seats per suburban carriage of 110.4 to the number of car-kilometres travelled. The average number of seats per carriage was derived by multiplying the number of seats on each type of carriage in the CityRail fleet by the number of carriages of that type in the fleet and dividing by the total number of carriages. For the years 1998 – 2006, CityRail provided the number of electric car-kilometres travelled. For the remaining years, 1993-1997 and 2007, CityRail provided the number of electric train kilometres travelled. Car-kilometres were derived from train kilometre data by applying an assumed average number of cars per train. Dr DeMellow presented an estimate for 1991 of 5.55 loaded carriage kilometres per train kilometre. The CityRail car-kilometre data for 1998 implies an average 5.89 cars per train. Linear interpolation was used to derive the average number of cars per train for the intervening years. For 2007 the number of cars per train was assumed to be the same as for 2006.

This method generated an estimate for electric seat kilometres for 1992 that matched Dr DeMellow’s figure for that year closely (within 0.3%).

24 These estimates were contained in working papers for Dr DeMellow’s PhD thesis which he kindly made available.

25 The fleet information was obtained from http://www.cityrail.info/aboutus/trains/
5.4.3 Output 2
The most intuitively meaningful and readily available measure of freight output is millions of tonnes of freight carried per annum. This figure was published in every annual report from 1972 until 1997, when freight was spun off to a separate entity.

Over the period considered here there were some important structural breaks in the nature of the freight task. Historically, the major elements of the freight business were export coal in the Hunter Valley, involving high tonnages hauled over relatively short distances; interstate non-bulk freight, involving light axle load container trains travelling very long distances; and the combination of grain and other freight, involving a task that varied enormously in size from year to year depending on rainfall and the harvest.

In 1992, the interstate non-bulk freight part of the business was transferred to National Rail Corporation. The effect on total tonnage was slight, but the reduction in tonne-kilometres and costs was substantial.

Unfortunately, a consistent time series of tonne-kilometres is not available. For this reason, millions of tonnes of freight per annum is the output variable selected. However, given the unsatisfactory nature of this metric in light of the structural breaks, sensitivity testing to a freight dummy variable was undertaken as well.

5.4.4 Factor price 1
Of all the input variables, the most problematic was the wage variable. Wages could not be ignored because labour has historically been the largest component of CityRail and SRA’s costs, accounting for more than half of total costs in every year except 2000 - 2004.

However, there was not a fixed proportionality between total costs and wages because the workforce changed systematically and drastically since the mid 1980s. The chart below shows how the workforce (dashed line) has changed over time. This reduction in the number of employees coincided with a general increase in CityRail’s output, as the solid line (representing seat-kilometres) shows. The SRA’s labour productivity has improved dramatically and fairly continuously from 1986 to the present.

The sudden drop in employment in 1997 coincided with the spin-off of freight and track maintenance activities. In the case of track maintenance, the apparent reduction in employee numbers is somewhat misleading. The SRA continued to pay the lion’s share of track maintenance costs, but to an outside organisation which employed a large proportion of the former SRA employees. In around 2005-2006, many of these track maintenance employees were re-employed by CityRail’s parent organisation when RailCorp was established.
This rise in labour productivity cannot be ignored in any quantitative analysis of the effect of wages on costs. The approach taken to incorporate this important fact in the labour price was to create a new productivity-adjusted wage cost variable. This variable was constructed by dividing the real wage bill (being the real wage multiplied by the number of employees) by the number of CityRail seat-kilometres.

Freight presents a further complication because a significant but unknown number of SRA employees was dedicated to the delivery of freight rather than passenger outputs, and these employees left abruptly in 1997 when freight was spun off. Failing to take account of dedicated freight employees would lead to a discontinuity in the productivity-adjusted wage cost variable in 1997.

The approach taken to adjust for this final complication was to subtract a fixed sum from the real wage bill (to account for freight-related wage costs) before normalising to CityRail seat-km. The quantum of the fixed sum was selected so as to avoid a discontinuity in the new wage cost variable at 1997. This amount was $850m. Following this logic, the productivity-adjusted wage cost variable used in this analysis was:

\[(\text{Real wage bill} - 850m)/\text{CityRail seat-km}\]

To the extent that actual freight costs departed from $850m in real terms in earlier years, this constructed wage cost variable would exhibit some bias. It is difficult to say with the limited information available whether this implicit assumption of constant real...
freight costs is reasonable. It is certainly true, however, that freight productivity increased markedly over the period in which passenger productivity increased. Freight tonnages approximately doubled between 1972 and 1996 while total SRA employment (in both freight and passenger areas) decreased by more than 50%. Given this productivity increase, freight costs would not have increased in proportion to tonnages.

5.4.5 Factor price 2
Electricity is the primary energy source for CityRail trains. The geographic boundaries for the CityRail network defined in the earlier externality study coincide with the limits of electrification. Virtually all CityRail train sets in use on that network are electrically powered.

The Australian Bureau of Statistics has a time series for Sydney electricity index numbers (series ID A2328101R). The data is available quarterly from September 1980. This time series appears to be an index of consumer electricity prices. CityRail, being one of the largest single electricity consumers in the State, is unlikely to pay the household electricity price. Nevertheless, factors leading to variation in the household electricity price (load-capacity imbalance, changing prices of fuel sources, etc.) would also affect the price CityRail pays. As the price is expressed as an index rather than an absolute dollar figure per MWh, the approximation used here appears reasonable.

Note that it did not prove straightforward to obtain a long time-series of industrial electricity prices, as the structure of the NSW electricity supply industry also changed drastically within the 36 year period studied here.

In order to obtain estimates of the electricity price for the 1972 – 1980 period, reference was made to another, longer ABS time series (series ID A2326481T – Sydney utilities index). The electricity and utilities indices are plotted together in the chart below. The two time series coincide closely for most of the period in which they are both available. In light of this similarity, the utilities index was used as a proxy for the electricity price index. This proxy was available on a consistent basis for the entire period of interest.
The electricity price index was converted to real 2007 terms using the CPI.

5.4.6 Factor price 3
The third factor price was the cost of capital. The most readily available time series is the long term bond rate, which was derived from a Reserve Bank of Australia annual time series of long term bond rate yields at year ended June from 1901 to 2007.

Strictly speaking, one might not expect the total operating cost of the SRA to be sensitive to the cost of capital, but the practices of expensing interest-rate-sensitive rollingstock lease costs and major periodic maintenance of track infrastructure have inevitably brought capital costs into the measure of total cost employed in this study.

5.4.7 Post-Granville dummy variable
The SRA’s total operating costs were unusually high in 1978 – 1980, as the chart below shows.
The 1978 year was the first full year following the January 1977 Granville disaster, in which the derailment of a commuter train left more than 80 people dead and public confidence in the Sydney rail system at an all-time low. The cost consequences of this event are difficult to quantify precisely because public reports at the time were decidedly uninformative on management issues.

Nevertheless, it is likely that significant costs were incurred in repairing the damage, compensating the many victims, and longer-term work aimed at restoring the shattered public confidence in the system. Part of this confidence-building exercise was the completion of the Eastern Suburbs Line, which was opened in June 1979. While capital expenditure on the construction of a new underground line with four new inner-urban stations would normally be quarantined from CityRail’s operating costs, strict accounting conventions may not have been followed at that particular time.

Expenditure on the Eastern Suburbs Line did not cease when the line was opened. For some time afterward problems with the automatic ticketing system (which was incompatible with ticketing on the rest of the CityRail network) and rollingstock compatibility had to be resolved at considerable expense.

A dummy variable was constructed with values of unity for the years 1978, 1979, and 1980, and values of zero in all other years to reflect these anomalous conditions.
5.5 Results

The data set used in the regression analysis is tabulated below.

<table>
<thead>
<tr>
<th>year ended 30 June</th>
<th>REAL opcost</th>
<th>CR elect seat km (m)</th>
<th>CR PJ(m)</th>
<th>Frt mtpa</th>
<th>Post-Granville dummy</th>
<th>treasury bond yields %</th>
<th>real $2007 electricity price</th>
<th>(rwage bill-850)/CR seat km</th>
</tr>
</thead>
<tbody>
<tr>
<td>1972</td>
<td>2,056.11</td>
<td>12,253.00</td>
<td>172.57</td>
<td>31.88</td>
<td>-</td>
<td>5.85</td>
<td>165.35</td>
<td>55,706</td>
</tr>
<tr>
<td>1973</td>
<td>2,157.24</td>
<td>11,599.00</td>
<td>170.84</td>
<td>31.10</td>
<td>-</td>
<td>6.72</td>
<td>161.09</td>
<td>64,817</td>
</tr>
<tr>
<td>1974</td>
<td>2,176.76</td>
<td>11,126.00</td>
<td>169.16</td>
<td>32.70</td>
<td>-</td>
<td>9.52</td>
<td>159.98</td>
<td>80,193</td>
</tr>
<tr>
<td>1975</td>
<td>2,210.69</td>
<td>10,871.00</td>
<td>167.87</td>
<td>33.50</td>
<td>-</td>
<td>9.50</td>
<td>167.34</td>
<td>87,391</td>
</tr>
<tr>
<td>1976</td>
<td>2,329.87</td>
<td>12,178.00</td>
<td>157.92</td>
<td>31.20</td>
<td>-</td>
<td>9.99</td>
<td>162.33</td>
<td>71,839</td>
</tr>
<tr>
<td>1977</td>
<td>2,503.59</td>
<td>12,707.00</td>
<td>179.58</td>
<td>33.80</td>
<td>-</td>
<td>10.41</td>
<td>149.46</td>
<td>71,137</td>
</tr>
<tr>
<td>1978</td>
<td>3,425.05</td>
<td>12,840.00</td>
<td>180.63</td>
<td>33.40</td>
<td>1.00</td>
<td>9.10</td>
<td>146.74</td>
<td>85,146</td>
</tr>
<tr>
<td>1979</td>
<td>3,242.40</td>
<td>13,084.00</td>
<td>204.09</td>
<td>39.70</td>
<td>1.00</td>
<td>13.15</td>
<td>149.67</td>
<td>83,971</td>
</tr>
<tr>
<td>1980</td>
<td>2,595.52</td>
<td>13,622.00</td>
<td>207.80</td>
<td>40.47</td>
<td>-</td>
<td>14.85</td>
<td>177.45</td>
<td>76,694</td>
</tr>
<tr>
<td>1981</td>
<td>2,857.72</td>
<td>15,636.00</td>
<td>216.00</td>
<td>40.41</td>
<td>-</td>
<td>16.00</td>
<td>181.64</td>
<td>85,748</td>
</tr>
<tr>
<td>1982</td>
<td>2,790.48</td>
<td>16,516.00</td>
<td>202.90</td>
<td>41.36</td>
<td>-</td>
<td>14.85</td>
<td>177.45</td>
<td>83,971</td>
</tr>
<tr>
<td>1983</td>
<td>2,898.77</td>
<td>17,097.00</td>
<td>198.90</td>
<td>46.60</td>
<td>-</td>
<td>13.75</td>
<td>172.02</td>
<td>72,102</td>
</tr>
<tr>
<td>1984</td>
<td>2,925.40</td>
<td>17,173.00</td>
<td>197.00</td>
<td>47.91</td>
<td>-</td>
<td>13.50</td>
<td>177.99</td>
<td>68,813</td>
</tr>
<tr>
<td>1985</td>
<td>2,914.53</td>
<td>17,599.00</td>
<td>214.90</td>
<td>53.91</td>
<td>-</td>
<td>12.95</td>
<td>170.85</td>
<td>63,111</td>
</tr>
<tr>
<td>1986</td>
<td>2,782.65</td>
<td>17,803.00</td>
<td>220.60</td>
<td>54.75</td>
<td>-</td>
<td>12.80</td>
<td>167.98</td>
<td>56,866</td>
</tr>
<tr>
<td>1987</td>
<td>2,803.76</td>
<td>19,544.00</td>
<td>242.60</td>
<td>54.41</td>
<td>-</td>
<td>11.95</td>
<td>172.82</td>
<td>54,748</td>
</tr>
<tr>
<td>1988</td>
<td>2,717.68</td>
<td>19,815.00</td>
<td>246.10</td>
<td>50.20</td>
<td>-</td>
<td>13.50</td>
<td>165.37</td>
<td>51,956</td>
</tr>
<tr>
<td>1989</td>
<td>2,562.90</td>
<td>18,852.00</td>
<td>248.40</td>
<td>53.80</td>
<td>-</td>
<td>13.40</td>
<td>129.91</td>
<td>44,676</td>
</tr>
<tr>
<td>1990</td>
<td>2,480.89</td>
<td>17,634.00</td>
<td>251.60</td>
<td>58.20</td>
<td>-</td>
<td>11.17</td>
<td>162.18</td>
<td>44,952</td>
</tr>
<tr>
<td>1991</td>
<td>2,418.30</td>
<td>17,953.00</td>
<td>243.80</td>
<td>58.20</td>
<td>-</td>
<td>8.90</td>
<td>165.53</td>
<td>42,386</td>
</tr>
<tr>
<td>1992</td>
<td>2,418.30</td>
<td>17,953.00</td>
<td>243.80</td>
<td>58.20</td>
<td>-</td>
<td>8.90</td>
<td>165.53</td>
<td>42,386</td>
</tr>
<tr>
<td>1993</td>
<td>2,293.52</td>
<td>16,973.55</td>
<td>229.80</td>
<td>61.60</td>
<td>-</td>
<td>7.37</td>
<td>163.06</td>
<td>44,880</td>
</tr>
<tr>
<td>1994</td>
<td>2,239.13</td>
<td>18,312.21</td>
<td>234.80</td>
<td>65.50</td>
<td>-</td>
<td>9.63</td>
<td>160.26</td>
<td>41,350</td>
</tr>
<tr>
<td>1995</td>
<td>2,048.25</td>
<td>19,463.44</td>
<td>249.60</td>
<td>58.80</td>
<td>-</td>
<td>9.21</td>
<td>154.13</td>
<td>36,869</td>
</tr>
<tr>
<td>1996</td>
<td>2,182.08</td>
<td>19,986.65</td>
<td>256.40</td>
<td>64.40</td>
<td>-</td>
<td>8.88</td>
<td>150.84</td>
<td>36,653</td>
</tr>
<tr>
<td>1997</td>
<td>1,586.28</td>
<td>22,014.32</td>
<td>264.70</td>
<td>-</td>
<td>-</td>
<td>7.05</td>
<td>151.77</td>
<td>36,235</td>
</tr>
<tr>
<td>1998</td>
<td>1,693.72</td>
<td>21,827.68</td>
<td>266.50</td>
<td>-</td>
<td>-</td>
<td>5.58</td>
<td>151.05</td>
<td>40,056</td>
</tr>
<tr>
<td>1999</td>
<td>1,734.95</td>
<td>22,250.72</td>
<td>270.50</td>
<td>-</td>
<td>-</td>
<td>6.27</td>
<td>151.00</td>
<td>37,805</td>
</tr>
<tr>
<td>2000</td>
<td>1,644.14</td>
<td>23,124.30</td>
<td>278.70</td>
<td>-</td>
<td>-</td>
<td>6.16</td>
<td>158.89</td>
<td>31,962</td>
</tr>
<tr>
<td>2001</td>
<td>1,765.11</td>
<td>25,043.18</td>
<td>302.64</td>
<td>-</td>
<td>-</td>
<td>6.04</td>
<td>150.05</td>
<td>34,114</td>
</tr>
<tr>
<td>2002</td>
<td>1,715.00</td>
<td>23,848.52</td>
<td>276.37</td>
<td>-</td>
<td>-</td>
<td>5.99</td>
<td>152.75</td>
<td>33,110</td>
</tr>
<tr>
<td>2003</td>
<td>1,883.22</td>
<td>24,169.10</td>
<td>273.40</td>
<td>-</td>
<td>-</td>
<td>5.01</td>
<td>154.74</td>
<td>36,881</td>
</tr>
<tr>
<td>2004</td>
<td>2,075.61</td>
<td>25,321.18</td>
<td>273.30</td>
<td>-</td>
<td>-</td>
<td>5.87</td>
<td>160.21</td>
<td>35,144</td>
</tr>
<tr>
<td>2005</td>
<td>1,916.49</td>
<td>24,440.84</td>
<td>270.30</td>
<td>-</td>
<td>-</td>
<td>5.11</td>
<td>164.16</td>
<td>43,038</td>
</tr>
<tr>
<td>2006</td>
<td>1,873.74</td>
<td>23,826.92</td>
<td>273.70</td>
<td>-</td>
<td>-</td>
<td>5.79</td>
<td>169.71</td>
<td>42,087</td>
</tr>
<tr>
<td>2007</td>
<td>1,926.58</td>
<td>24,393.69</td>
<td>281.33</td>
<td>-</td>
<td>-</td>
<td>6.26</td>
<td>177.00</td>
<td>40,404</td>
</tr>
</tbody>
</table>

The regression results for this full model are tabulated below.

An empirical estimate of CityRail marginal costs and externalities
Regression Statistics

Y = REAL opcost-prov

Multiple R 0.974312
R Square 0.949285
Adjusted R Square 0.936606
Standard Error 126.2663
Observations 36

ANOVA

<table>
<thead>
<tr>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression</td>
<td>8355871</td>
<td>1193696</td>
<td>74.87187</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>446409.1</td>
<td>15943.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8802280</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefficient Standard Err T Stat P-value Lower 95% Upper 95%
Intercept 657.40 559.62 1.17 0.25 -488.93 1803.73 CR elect seat km (m)
X Variable 1 0.09 0.02 3.66 0.00 0.04 0.14 CR PJ(m)
X Variable 2 -6.74 2.21 -3.06 0.00 -11.27 -2.21 FR mtka
X Variable 3 9.14 2.24 4.08 0.00 4.55 13.72 CR PJ(m)
X Variable 4 942.60 119.43 7.89 0.00 697.96 1187.23 Post-Granville dummy
X Variable 5 52.76 17.35 3.04 0.01 17.22 88.30 long term treasury bond yields %
X Variable 6 1.84 2.74 0.67 0.51 -3.78 7.46 real $2007 electricity price
X Variable 7 0.01 0.00 1.87 0.07 0.00 0.02 (rwage bill-850)/CR seat km

While this model does account for 94% of the variation in costs and many of the coefficients are significant at the 1% level, other aspects of the model are unsatisfactory. In particular, the negative sign for the patronage coefficient is simply implausible.

Subsection 5.3.2 above set out heuristic arguments for the possible lack of a strong causal connection between patronage and costs. The negative sign of the patronage coefficient obtained in the model above supports the notion that patronage is a poor explanator of costs. Patronage continues to have a negative coefficient when the seat-km variable is omitted.

Removing patronage as an output variable, the results are as follows.

Regression Statistics

Y = REAL opcost-prov

Multiple R 0.965638
R Square 0.932457
Adjusted R Square 0.918483
Standard Error 143.182
Observations 36

ANOVA

<table>
<thead>
<tr>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression</td>
<td>8207749</td>
<td>1367958</td>
<td>66.72616</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>594531.2</td>
<td>20501.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8802280</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefficient Standard Err T Stat P-value Lower 95% Upper 95%
Intercept -413.32 494.00 -0.84 0.41 -1423.65 597.02 CR elect seat km (m)
X Variable 1 0.03 0.02 1.84 0.08 0.00 0.07 CR PJ(m)
X Variable 2 8.56 2.53 3.39 0.00 3.39 13.74 FR mtka
X Variable 3 902.21 134.59 6.70 0.00 626.94 1177.48 Post-Granville dummy
X Variable 4 47.77 19.59 2.44 0.02 7.70 87.83 long term treasury bond yields %
X Variable 5 4.49 2.95 1.52 0.14 -1.55 10.52 real $2007 electricity price
X Variable 6 0.01 0.01 0.92 0.35 0.00 0.01 (rwage bill-850)/CR seat km

An empirical estimate of CityRail marginal costs and externalities
Finally, omitting patronage and substituting a dummy variable for freight tonnage (the dummy has a value of unity when freight tonnage was positive and zero when tonnage was zero), the following results are obtained.

Regression Statistics

<table>
<thead>
<tr>
<th>Term</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.972178</td>
</tr>
<tr>
<td>R Square</td>
<td>0.945129</td>
</tr>
<tr>
<td>Adjusted R Square</td>
<td>0.933777</td>
</tr>
<tr>
<td>Standard Error</td>
<td>129.0534</td>
</tr>
<tr>
<td>Observations</td>
<td>36</td>
</tr>
</tbody>
</table>

ANOVA

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>6</td>
<td>8319292</td>
<td>1386549</td>
<td>83.25229</td>
<td>6.05E-17</td>
</tr>
<tr>
<td>Residual</td>
<td>29</td>
<td>482988.6</td>
<td>16654.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>8802280</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1139.38</td>
<td>-2.21</td>
<td>0.04</td>
<td>-2194.86</td>
<td>-83.91</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>0.0733</td>
<td>3.33</td>
<td>0.00</td>
<td>0.03</td>
<td>0.12</td>
</tr>
<tr>
<td>X Variable 2</td>
<td>777.11</td>
<td>4.56</td>
<td>0.00</td>
<td>428.70</td>
<td>1125.51</td>
</tr>
<tr>
<td>X Variable 3</td>
<td>876.12</td>
<td>7.30</td>
<td>0.00</td>
<td>630.63</td>
<td>1121.61</td>
</tr>
<tr>
<td>X Variable 4</td>
<td>32.10</td>
<td>1.75</td>
<td>0.09</td>
<td>-5.35</td>
<td>69.55</td>
</tr>
<tr>
<td>X Variable 5</td>
<td>3.49</td>
<td>1.30</td>
<td>0.20</td>
<td>-1.98</td>
<td>8.96</td>
</tr>
<tr>
<td>X Variable 6</td>
<td>0.01</td>
<td>2.77</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
</tr>
</tbody>
</table>

An empirical estimate of CityRail marginal costs and externalities

This model has good explanatory power, plausible signs on the coefficients of all variables, and low standard errors for the variables of greatest interest, namely the seat-km output measure and the productivity-adjusted wage. While the coefficients for electricity price and bond rate are not significant at the 5% level, they contribute to the overall explanation of costs.

The chart below plots actual costs and residuals versus predicted costs. The line actual Y = predicted Y is superposed on the data.
5.6 Discussion of results

The aim of this exercise is to derive an empirical estimate of CityRail’s marginal costs. The most useful units for marginal cost are $/passenger journey, as that figure can be compared directly with the average ticket price. The regression model presented in the previous section generated a coefficient of 0.0733 with standard error 0.0220 for the output variable CityRail electrified seat-kilometres (m). The question of interest is, what does this coefficient tell one about CityRail’s marginal cost?

The relationship between output capacity (in terms of seat-km) and usage (in terms of passenger journeys) varies depending on the load factor for CityRail trains, which has not been constant over time. In order to estimate historic seat utilisation, it is necessary to convert passenger journeys into occupied seat-km, which can then be divided by seat-km to obtain load factors.

The following identities apply:

\[
\text{CR occupied seat-km} = \text{passenger-km} = \text{passenger journeys} \times \text{average trip length}
\]

\[
\text{Load factor} = \frac{\text{CR occupied seat-km}}{\text{CR seat-km}}
\]

Average trip length is estimated as per the procedure explained above in subsection 5.3.2. Employing these mathematical identities and this trip length time series, the table below shows how CityRail load factors have moved over time.
<table>
<thead>
<tr>
<th>Year</th>
<th>CR elect seat km (m)</th>
<th>CR occupied seat km</th>
<th>avg suburban trip length (km)</th>
<th>Implied CR load factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1972</td>
<td>12,253</td>
<td>172.57</td>
<td>3,020</td>
<td>17.5</td>
</tr>
<tr>
<td>1973</td>
<td>11,599</td>
<td>170.84</td>
<td>2,973</td>
<td>17.4</td>
</tr>
<tr>
<td>1974</td>
<td>11,126</td>
<td>169.16</td>
<td>2,943</td>
<td>17.4</td>
</tr>
<tr>
<td>1975</td>
<td>10,871</td>
<td>167.87</td>
<td>2,921</td>
<td>17.4</td>
</tr>
<tr>
<td>1976</td>
<td>12,178</td>
<td>157.92</td>
<td>2,811</td>
<td>17.8</td>
</tr>
<tr>
<td>1977</td>
<td>12,707</td>
<td>179.58</td>
<td>3,197</td>
<td>17.8</td>
</tr>
<tr>
<td>1978</td>
<td>12,840</td>
<td>180.63</td>
<td>3,215</td>
<td>17.8</td>
</tr>
<tr>
<td>1979</td>
<td>11,962</td>
<td>179.72</td>
<td>3,181</td>
<td>17.7</td>
</tr>
<tr>
<td>1980</td>
<td>13,084</td>
<td>204.09</td>
<td>3,612</td>
<td>17.7</td>
</tr>
<tr>
<td>1981</td>
<td>13,622</td>
<td>207.80</td>
<td>3,678</td>
<td>17.7</td>
</tr>
<tr>
<td>1982</td>
<td>15,636</td>
<td>216.00</td>
<td>3,845</td>
<td>17.8</td>
</tr>
<tr>
<td>1983</td>
<td>16,516</td>
<td>202.90</td>
<td>3,612</td>
<td>17.8</td>
</tr>
<tr>
<td>1984</td>
<td>17,097</td>
<td>198.90</td>
<td>3,560</td>
<td>17.9</td>
</tr>
<tr>
<td>1985</td>
<td>17,137</td>
<td>197.00</td>
<td>3,526</td>
<td>17.9</td>
</tr>
<tr>
<td>1986</td>
<td>17,599</td>
<td>214.90</td>
<td>3,847</td>
<td>17.9</td>
</tr>
<tr>
<td>1987</td>
<td>17,803</td>
<td>220.60</td>
<td>3,949</td>
<td>17.9</td>
</tr>
<tr>
<td>1988</td>
<td>19,544</td>
<td>242.60</td>
<td>4,343</td>
<td>17.9</td>
</tr>
<tr>
<td>1989</td>
<td>19,815</td>
<td>246.10</td>
<td>4,430</td>
<td>18.0</td>
</tr>
<tr>
<td>1990</td>
<td>18,852</td>
<td>248.40</td>
<td>4,471</td>
<td>18.0</td>
</tr>
<tr>
<td>1991</td>
<td>17,634</td>
<td>251.60</td>
<td>4,529</td>
<td>18.0</td>
</tr>
<tr>
<td>1992</td>
<td>17,953</td>
<td>243.80</td>
<td>4,388</td>
<td>18.0</td>
</tr>
<tr>
<td>1993</td>
<td>16,974</td>
<td>229.80</td>
<td>4,159</td>
<td>18.1</td>
</tr>
<tr>
<td>1994</td>
<td>18,312</td>
<td>234.80</td>
<td>4,250</td>
<td>18.1</td>
</tr>
<tr>
<td>1995</td>
<td>19,463</td>
<td>249.60</td>
<td>4,518</td>
<td>18.1</td>
</tr>
<tr>
<td>1996</td>
<td>19,987</td>
<td>256.40</td>
<td>4,641</td>
<td>18.1</td>
</tr>
<tr>
<td>1997</td>
<td>22,014</td>
<td>264.70</td>
<td>4,791</td>
<td>18.1</td>
</tr>
<tr>
<td>1998</td>
<td>21,828</td>
<td>266.50</td>
<td>4,824</td>
<td>18.1</td>
</tr>
<tr>
<td>1999</td>
<td>22,251</td>
<td>270.50</td>
<td>4,923</td>
<td>18.2</td>
</tr>
<tr>
<td>2000</td>
<td>23,124</td>
<td>278.70</td>
<td>4,989</td>
<td>17.9</td>
</tr>
<tr>
<td>2001</td>
<td>25,043</td>
<td>302.64</td>
<td>5,296</td>
<td>17.5</td>
</tr>
<tr>
<td>2002</td>
<td>23,849</td>
<td>276.37</td>
<td>4,919</td>
<td>17.8</td>
</tr>
<tr>
<td>2003</td>
<td>24,169</td>
<td>273.40</td>
<td>4,867</td>
<td>17.8</td>
</tr>
<tr>
<td>2004</td>
<td>25,321</td>
<td>273.30</td>
<td>5,111</td>
<td>18.7</td>
</tr>
<tr>
<td>2005</td>
<td>24,441</td>
<td>270.30</td>
<td>5,001</td>
<td>18.5</td>
</tr>
<tr>
<td>2006</td>
<td>23,827</td>
<td>273.70</td>
<td>5,091</td>
<td>18.6</td>
</tr>
<tr>
<td>2007</td>
<td>24,394</td>
<td>281.33</td>
<td>5,289</td>
<td>18.8</td>
</tr>
</tbody>
</table>

(Note: highlighted average trip length figures were obtained by interpolation.)
Regular CityRail commuters may be surprised at such low average load factors when morning peak hour trains are routinely subject to crush loads.\textsuperscript{26} It is important to note, however, that this average load factor includes trains moving in the contra-peak direction, trains travelling outside the peak, and trains operating at the periphery of the network.

Since 1972 there has been a very gradual decreasing trend in average load factors with temporary high points in 1975, 1980 and 1991. The highest average load factor, 28\% occurred in 1980, but current average load factors are closer to 22\%, having been as low as 20\% in 2004. No doubt the earlier decreasing trend arose in part because of the phasing in, between 1963 and 1993, of double-deck suburban carriages. Since 1994, the implied average load factors have been remarkably steady.

The regression analysis presented in the previous section and the heuristic arguments presented in section 3.2 suggested that changes in patronage that do not affect the number of seat-km produced by CityRail will not have any measurable impact on CityRail’s costs. On the other hand, changes in patronage that do affect CityRail’s seat-km will affect costs in the following manner. One additional seat-km will increase CityRail’s total costs by $0.0733 (which is the coefficient for the seat-km variable in the regression model). If a load factor of 22\% is maintained while patronage changes, then one additional occupied seat-km will increase CityRail’s total costs by ($0.0733/0.22) = $0.333. At an average journey length of 18.7km, one additional passenger journey will increase the number of occupied seat-km by 18.7 which, if a load factor of 22\% were maintained, would increase CityRail’s total costs by (18.7 * $0.333) = $6.23.

The standard error applicable to this estimate (assuming 22\% load factor is maintained and the average journey length remains constant at 18.7km) is (18.7 * $0.0220/0.22) = $1.87/PJ.

If the average load factor were permitted to increase to 25\% with a patronage increase (a load factor last observed in 1993) then one additional occupied seat-km would increase CityRail’s total costs by ($0.0733/0.25) = $0.293, corresponding to a marginal cost estimate of (18.7 * $0.293) = $5.48/PJ.

\textsuperscript{26} Crush loading occurs when the number of standing passengers approximately equals or exceeds the number of sitting passengers on a train.
5.7  Simple estimate of LRMC

The short run marginal cost estimated in this chapter implicitly takes some account of increased rollingstock costs with increased patronage.\textsuperscript{27} However it does not incorporate capacity costs associated with significant new rail infrastructure and stations. Over the timeframe considered in the cost regression, from 1972 to 2007, comparatively few new stations have been built in the CityRail area. Capital expenditure on the major new rail lines: the Eastern Suburbs Line, the Airport Link, and the Olympic Park railway facilities was generally not included in the expenditure total used in this regression.\textsuperscript{28} To the extent that rail infrastructure costs are part of the long run marginal cost of CityRail, they have not so far been included.

As regression data was exclusively backward looking and as the relevant period does not contain costed instances of pertinent infrastructure investment, some alternative information set is required to establish a forward-looking long run marginal cost (LRMC). Information of the relevant type is scarce and what is available is subject to large uncertainties, if not controversies. What is required is a capital cost estimate for one or more major rail infrastructure capacity enhancements that will pertinently address the key bottlenecks, together with an estimate of the possible increase in patronage that such enhancements could accommodate.

The remainder of this section presents a ‘back of the envelope’ calculation of such a long run marginal cost, based on published costings for a 2005 proposal referred to as the “Metropolitan Rail Expansion Program.” That proposal has since been dropped by the Government, but the public information generated by the investigations into its feasibility provide some basis at least for a simplified forward-looking marginal cost estimate that includes incremental infrastructure costs.

5.7.1  Key bottleneck

Simplifying somewhat, the CityRail timetable is based on a number of train sets, mainly composed of 6 or 8 double deck carriages, that follow a “zig-zag” pattern from an outer suburban starting point (such as Hornsby, Berowra, Emu Plains, Richmond, Liverpool, Lidcombe, Waterfall, Cronulla, Campbelltown, or MacArthur) to the Sydney CBD, then

\textsuperscript{27}  Much of CityRail’s fleet is leased rather than owned outright. As lease payments are expensed, these are included in the expenditure totals used in the regression analysis. Non-capital costs associated with the train fleet, such as traction electricity, train crews, and rollingstock maintenance are of course expensed.

\textsuperscript{28}  As noted earlier in this chapter, there is some uncertainty over whether the Eastern Suburbs Line construction was dealt with in this way, but the regression treated the years of heaviest ESL expenditure through dummy variables, effectively removing its effect from the calculated marginal cost.
back to another outer suburban endpoint, and so on throughout the day. At one end of each such journey, the train set must travel through the CBD. Every single train set must pass through Town Hall station, at which there are six platforms.

Each of the six underground lines that pass through Town Hall can carry a maximum of 20 trains per hour. That limit is dictated by the requirement for no less than 3 minutes headway between trains for safety reasons. With the current CBD track configuration, the CityRail system’s absolute capacity is limited to 6 x 20 train sets per hour entering the CBD. The maximum train size is 8 double-deck carriages, onto which a maximum of approximately 1,000 passengers can be loaded, with some discomfort.

During the morning peak, therefore, a maximum of 120,000 passengers per hour can be brought into the CBD by CityRail trains. That limit would not be altered by purchasing more rollingstock, because the city underground stations and track are virtually at capacity now in peak hour. Rail infrastructure investments outside the city underground area would similarly make no difference to this peak hour bottleneck.  

The conclusion appears inescapable that the underground rail lines and stations of the CBD represent the fundamental capacity bottleneck of the entire CityRail system. In the absence of peak spreading, CityRail patronage can only be significantly increased by widening this bottleneck.

5.7.2 Metropolitan Rail Expansion Program

In October 2005 the Transport Infrastructure Development Corporation (TIDC) commenced the process of finalising rail alignments for a metropolitan rail expansion program (MREP) that would have included a new rail crossing of Sydney Harbour, a new underground rail line running through the CBD from Walsh Bay or the Rocks to

29 Note, for example, that Central Station has 25 platforms, but suburban services must squeeze onto the 6 tracks passing through Town Hall Station in order to access the CBD, which all suburban trains must do.

30 This observation should by no means diminish the importance of investigating ways to persuade commuters to travel outside the peak hours. Alternatively, some different train operating paradigm in which each train set did not need to traverse the CBD every trip would permit better use to be made of existing infrastructure capacity. This type of initiative could be considered a form of ‘spatial peak spreading’ to complement the temporal peak spreading.

31 It might be argued that during the Sydney Olympics, when a record 300mPJ/yr were carried by CityRail, virtually no change to CBD rail infrastructure was needed. However, the facilitators of that patronage record included the fact that Olympic spectators tended to travel outside peak hours, and many Sydney businesses were closed during the Olympics. That success owed more to unique, never to be repeated demand management effects than to any permanent change to the CBD bottleneck.
Central, bypassing Town Hall Station, adding two underground tracks and between two and four new underground CBD stations. In May 2006, Premier Iemma announced plans to acquire land necessary for this project. Press reports indicated that the cost of the MREP would exceed $8b.\textsuperscript{32}

An indication of the physical extent of the proposal can be gathered from a map of the indicative protection corridors at October 2005, which is available from the following website:


By February 2008, the decision had been taken not to proceed with MREP. Even though it is no longer a live project, and despite doubts over the accuracy of the $8b costing, the MREP initiative represents a recently costed investment that would have substantially relieved the principal bottleneck on the CityRail system.

5.7.3 Range of per PJ costs for MREP

In order to convert the capital costing for MREP into a LRMC, it is necessary to quantify the possible effect on patronage of such an investment. That is obviously a difficult task given the vagueness surrounding the scope of MREP, the precise alignment of the new underground tracks, location of stations, etc.

In very crude terms, let us assume simply that by adding two new underground tracks to the existing six, MREP would expand the bottleneck by 33%. Over time, and given complementary investments in rollingstock and infrastructure outside the CBD, this loosening of the bottleneck could lead to a 33% increase in CityRail’s systemic capacity.\textsuperscript{33}

Taking the 2007 CityRail patronage of approximately 280mPJ/yr as the benchmark of current capacity (assuming, of course, that present patterns of peak versus offpeak travel

\textsuperscript{32} For example, the Sydney Morning Herald of March 19, 2008 stated that “The Metropolitan Rail Expansion Program, announced in 2005, was worth more than $8 billion. It would have delivered a new rail line into each of the south-western and north-western growth centres, as well as a new CBD line to link them.” (“Great idea, but white elephants trumpet,” Linton Besser, SMH, 19 March 2008.)

\textsuperscript{33} Obviously there is a risk that it might not, particularly if complementary investments were not forthcoming. The mere increase in capacity (assuming that could be achieved) does not guarantee that patronage would increase correspondingly. The current factors driving higher demand would need to continue for some time into the future, and the new capacity would need to be configured so as to satisfy the likely sources of new demand—it would need to be demographically appropriate.
a 33% loosening of the bottleneck could permit patronage to rise by as much as 92mPJ/yr, reaching a total of 372mPJ/yr once demand catches up to supply.

Making the ambitious assumption that this new ultimate patronage figure is attained rapidly following the MREP investment, it is possible to estimate a conservative (that is, lower bound) incremental cost per passenger journey for this new infrastructure. The capital cost of $8b must be converted to an annuity. If a 50 year life and a discount rate of 7% is applied, the annuity would be $542m. The annuity is not greatly changed if the life is increased to 100 years. Dividing this annuity by the 92m new passenger journeys per annum that would be facilitated by MREP, an incremental cost of $5.90/PJ is obtained.

If a discount rate of 4% were adopted instead of 7%, then the annuity would be $358m, leading to an incremental cost estimate of $3.90/PJ for the MREP investment.

**5.7.4 Conservative estimate for LRMC**

This incremental cost is additional to the short-run marginal cost of $6.23/PJ previously obtained. The incremental MREP cost is only for the capital cost for the new infrastructure and does not include train running costs or rollingstock capital costs.

Combining the SRMC of $6.23/PJ with the $5.90/PJ incremental unit cost of the MREP, a forward-looking LRMC estimate of $12.13/PJ is obtained. In order not to overstate matters, an annuity based on the (somewhat implausibly low) discount rate of 4% would yield a forward-looking LRMC estimate of $10.13. This value would represent an extremely conservative estimate for LRMC for the following reasons:

1. It is based on an MREP capital cost of $8b, which would likely be understated;
2. It assumes that the MREP project would increase CityRail’s systemic capacity by 33%;
3. It assumes, further, that patronage would increase in step with this new capacity, requiring many interlocking activities to proceed smoothly and current patronage growth trends to continue well into the future or accelerate;
4. It assumes no diseconomies of scale with rollingstock expansion;
5. It assumes a rather unrealistically low 4% discount rate.

Having said that, to the extent that peak spreading could be achieved, greater patronage levels could be achieved at a much lower cost. There are presently few grounds for optimism on this point, however.
5.8 Conclusions on marginal cost

In summary, the short run marginal cost estimate for CityRail derived by this study is $6.23/PJ assuming that the current average load factor of 22% is maintained. The standard error applicable to this estimate is $1.87/PJ.

If the load factor is permitted to increase (because, hypothetically, seat-km capacity may not be increased in proportion to the increased patronage) then the marginal cost would be lower than this figure. A short run marginal cost of $5.48/PJ would be obtained if the load factor were to increase to 25% -- something well within the realm of possibility.

If the load factor were to decrease markedly (as it might, for example, if significant new investment in track and fleet were to take place without a commensurate increase in patronage) then the marginal cost could be significantly higher than this figure.

This $6.23/PJ marginal cost estimate is somewhat lower than the average cost of $6.85/PJ for the 2006 and 2007 financial years (obtained by dividing the total cost by patronage).

It is instructive to compare this marginal cost estimate with the estimate used in the June 2008 CRAI report (Smart 2008, op. cit.). There are two differences. In absolute magnitude, this estimate is higher than the marginal cost estimate from the CRAI report in the central case for patronage of 275mPJ/yr (MC = $5.05/PJ) or for patronage of 300mPJ/yr (MC = $5.88/PJ).

There is also a difference in that the marginal cost estimated here does not depend on patronage, whereas the CRAI report presumed that marginal cost increased linearly with patronage.

In all likelihood, marginal cost will increase with large incremental increases to patronage. The prior section set out a simple calculation of a forward-looking long run marginal cost for CityRail based on the published cost estimates for a major expansion to the system’s principal bottleneck. While the details of this calculation are subject to large uncertainties, it seems clear that the most conservative approach would yield a LRMC of approximately $10/PJ or more. For the purpose of investigating the welfare optimality of future fare levels at higher patronage, it is this type of forward-looking LRMC that should be used, rather than the backward-looking SRMC estimated in the earlier part of this chapter.
6 Displacement of automobile use by CityRail

The third empirical relationship that must be established is that between CityRail patronage and automobile use in Sydney. I have chosen to estimate this relationship through a series of runs of the Sydney Strategic Travel Model, which is operated by the Transport Data Centre of the NSW Ministry of Transport.

I formed the view that the Transport Data Centre’s Sydney Strategic Travel Model represented the best available tool to analyse the interaction between price-induced shifts towards or away from rail patronage on one hand and changed patterns of automobile and bus usage on the other, for the following reasons. The effect of changes in CityRail patronage is not necessarily one-for-one with changes in passenger journeys by car or bus. The Transport Data Centre’s Sydney Strategic Travel Model is well suited to estimate the modal shift effects given its comprehensive data on characteristics of each transport mode in Sydney and its recursive method of converging to a solution. The recursive method allows for trip generation and other subtle effects on modal share by determining an equilibrium position between modes after price shocks have altered the prior balance.

6.1 The brief to the Transport Data Centre

There were two types of model runs required: an incremental rail fare change scenario, and a more extreme no-rail scenario. For each model run, the comparison was made between a set of model outputs (listed below) in the specified case and in a business as usual case.
MODEL OUTPUTS REQUIRED for each model run

1) passenger kilometres and passenger hours per annum by mode (rail, bus, and car)

2) bus kilometres and bus hours per annum

3) train kilometres and train hours per annum

4) vehicle kilometres (annually) by speed band, in increments of 5 km/hr

5) road volume to capacity ratio expressed as the number of lane kilometres of roadway by volume/capacity bands in increments of 0.1 from 0 to the highest band

6) lane kilometres of roadway by speed band, in increments of 5 km/hr

I understand that the road network included in the model extends outward from Sydney to: Newcastle, Mount Victoria, Penrose, and Bomaderry. That geographic footprint is suitable for my purpose as it overlaps the CityRail electrified network reasonably closely.

6.1.1 Specification of incremental rail fare change scenarios

Scenarios involving an incremental change to current CityRail fares were considered in order to investigate the behaviour of the Sydney transport system at different fares within the neighbourhood of current patronage settings. This set of scenarios sheds light on marginal external benefits. The extreme no-rail scenarios considered later are also relevant to estimating marginal external benefit as a function of rail patronage. Further, they can also assist in deriving an absolute value of external benefits if the question concerns the existence, rather than just the pricing of CityRail. For practical intents, the future existence of CityRail is not a policy variable, but pricing may be.

To explore the incremental cases, four model runs were undertaken. Each involved a uniform percentage change to all rail fare categories. I used the price elasticities built into the SSTM for these runs, but my focus was on the patronage changes, rather than the fare changes applied in the model to induce them.
The model runs were:

A) 10% increase in all rail fares with no change to any other public transport fares
B) 20% increase in all rail fares with no change to any other public transport fares
C) 10% decrease in all rail fares with no change to any other public transport fares
D) 20% decrease in all rail fares with no change to any other public transport fares

6.1.2 Specification of extreme no rail scenario

For the “no rail” scenarios, the rail fare was set infinitely high, so that all rail passengers ceased to use that mode.

The prospect of no rail service in Sydney whatsoever would involve some drastic changes, and it is not straightforward to say how Sydney would respond demographically, economically, or politically to such a shock. In selecting the specification noted below, I have tried to find a least-cost response to this shock which can be specified reasonably simply without the need for excessive iteration or speculation.

The modelling choices were:

(I) There would be no passenger train service whatsoever in Sydney.

(II) The existing rail corridor would be sterilised—that is, unavailable for any other use.

(III) No new road infrastructure would be built in response to this shock, and no new dedicated busways.

(IV) There would be no change to current bus lanes on existing roads. Cars would continue to be free to go wherever they go now.

(V) The bus fleet and bus timetable frequencies would be increased as much as necessary to meet the increased demand.

(VI) Bus speeds were varied by assumption, one set of scenarios for each bus speed setting:

   (a) current speeds
   (b) 50% of current speeds
   (c) 25% of current speeds.

(V) The price of parking in the CBD was varied by assumption, one set of scenarios for each parking price setting:
(d) current price  
(e) 50% increase in current parking price  
(f) 100% increase in current parking price.

Each of the 9 possible permutations of bus speed and parking price was the subject of one “no rail” scenario run.

TDC accepted the modelling assignment with the following caveat:

- TDC produced average working day results. I converted these to annual estimates using a factor of 265 working day equivalents per annum.
- The estimated road speeds and volume over capacity ratios should be used with considerable caution.

6.2 Methodology for quantifying displacement of automobiles

The methodological basis of the SSTM is explained in detail in a range of documents available on the Transport Data Centre’s web site:  

In general terms, SSTM is a transportation simulation model that analyses traffic flows in Sydney. Speeds are determined by the volume/capacity ratios on various thoroughfares. The model also includes rail service for these thoroughfares. It can be used to address the following question: suppose the price of rail increased by an arbitrary amount, what impact would this change have on highway traffic, travel speeds and delays?

The model accounts for trip generation and modal substitution. It is assumed that all rail users either switch to or from auto or bus, or do not travel. More auto users will reduce traffic speeds and increase delay according to a standard speed flow curve. Note the model does not allow changes in land use.

6.3 Automobile displacement converted to external benefits

Some of the most important externalities associated with CityRail services involve the avoidance of congestion, emissions, and traffic accidents. The quantum of these external costs depends on the amount and spatial incidence of automobile and bus usage. The TDC modelling effort provided this information.

Taking the TDC model outputs, I applied published relationships between:
• Changes in travel time resulting from congestion and congestion costs;
• Vehicle-km, speed and fuel consumption;
• Fuel consumption and emissions;
• Emissions and related costs (such as accepted ranges of carbon prices, for example);
• Traffic levels and the risk and severity of accidents;
• Risk, severity of accidents and related costs;

to quantify the additional external costs associated with changed rail patronage.

6.4 Results for automobile displacement analysis

The SSTM model results are summarised in the tables below.
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<table>
<thead>
<tr>
<th>Description</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road network</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
<tr>
<td>Rail services</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Bus services</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
<tr>
<td>Bus fares</td>
<td>Current</td>
<td>+10%</td>
<td>+20%</td>
<td>-10%</td>
<td>-20%</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
<tr>
<td>Bus speeds</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
<tr>
<td>CBD parking costs</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
</tbody>
</table>

Total costs:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road network</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
<td>Current</td>
</tr>
<tr>
<td>Rail</td>
<td>19.8</td>
<td>19.4</td>
<td>19.1</td>
<td>20.2</td>
<td>20.7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Bus</td>
<td>7.8</td>
<td>7.7</td>
<td>7.6</td>
<td>7.5</td>
<td>7.4</td>
<td>14.5</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>Car</td>
<td>151.8</td>
<td>152.0</td>
<td>152.2</td>
<td>152.5</td>
<td>152.2</td>
<td>169.5</td>
<td>169.3</td>
<td>169.2</td>
</tr>
</tbody>
</table>

Passenger km by mode (average weekday) (Million PKT)

<table>
<thead>
<tr>
<th>Mode</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>151.8</td>
<td>152.0</td>
<td>152.2</td>
<td>152.5</td>
<td>152.2</td>
<td>169.5</td>
<td>169.3</td>
<td>169.2</td>
</tr>
</tbody>
</table>

Vehicle kilometres travelled (average weekday) (Million VKT)

<table>
<thead>
<tr>
<th>Speed (kph)</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5 kph</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>5-10 kph</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>10-15 kph</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
<td>2.7</td>
<td>2.8</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>15-20 kph</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
<td>5.3</td>
<td>5.3</td>
<td>5.3</td>
<td>5.3</td>
</tr>
<tr>
<td>20-25 kph</td>
<td>6.9</td>
<td>6.9</td>
<td>6.9</td>
<td>6.8</td>
<td>9.2</td>
<td>9.1</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td>25-30 kph</td>
<td>11.2</td>
<td>11.3</td>
<td>11.3</td>
<td>11.3</td>
<td>13.3</td>
<td>13.3</td>
<td>13.3</td>
<td>13.3</td>
</tr>
</tbody>
</table>

Total passenger km by mode (average weekday) (Million PKT)

<table>
<thead>
<tr>
<th>Mode</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail</td>
<td>19.8</td>
<td>19.4</td>
<td>19.1</td>
<td>20.2</td>
<td>20.7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Bus</td>
<td>7.8</td>
<td>7.7</td>
<td>7.7</td>
<td>7.5</td>
<td>7.4</td>
<td>14.5</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>Car</td>
<td>151.8</td>
<td>152.0</td>
<td>152.2</td>
<td>152.5</td>
<td>152.2</td>
<td>169.5</td>
<td>169.3</td>
<td>169.2</td>
</tr>
</tbody>
</table>

Total vehicle kilometres travelled (average weekday) (Million VKT)

<table>
<thead>
<tr>
<th>Speed (kph)</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5 kph</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>5-10 kph</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>10-15 kph</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
<td>2.7</td>
<td>2.8</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>15-20 kph</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
<td>3.8</td>
<td>5.3</td>
<td>5.3</td>
<td>5.3</td>
<td>5.3</td>
</tr>
<tr>
<td>20-25 kph</td>
<td>6.9</td>
<td>6.9</td>
<td>6.9</td>
<td>6.8</td>
<td>9.2</td>
<td>9.1</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td>25-30 kph</td>
<td>11.2</td>
<td>11.3</td>
<td>11.3</td>
<td>11.3</td>
<td>13.3</td>
<td>13.3</td>
<td>13.3</td>
<td>13.3</td>
</tr>
</tbody>
</table>

Total vehicle kilometres travelled (average weekday) (Million VKT)
<table>
<thead>
<tr>
<th>Description</th>
<th>BAU</th>
<th>Fare1</th>
<th>Fare2</th>
<th>Fare3</th>
<th>Fare4</th>
<th>NoRail1</th>
<th>NoRail2</th>
<th>NoRail3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person Travel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Person Trips - Linked Trips</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car Driver</td>
<td>10,509,000</td>
<td>10,527,000</td>
<td>10,542,000</td>
<td>10,486,000</td>
<td>10,462,000</td>
<td>11,358,000</td>
<td>11,330,000</td>
<td>11,310,000</td>
</tr>
<tr>
<td>Car Passenger</td>
<td>4,414,000</td>
<td>4,421,000</td>
<td>4,428,000</td>
<td>4,404,000</td>
<td>4,394,000</td>
<td>4,770,000</td>
<td>4,759,000</td>
<td>4,750,000</td>
</tr>
<tr>
<td>Train</td>
<td>743,000</td>
<td>746,000</td>
<td>711,000</td>
<td>763,000</td>
<td>785,000</td>
<td>13,000</td>
<td>13,000</td>
<td>14,000</td>
</tr>
<tr>
<td>Bus</td>
<td>770,000</td>
<td>779,000</td>
<td>786,000</td>
<td>762,000</td>
<td>752,000</td>
<td>1,256,000</td>
<td>1,276,000</td>
<td>1,290,000</td>
</tr>
<tr>
<td>Total Trips</td>
<td>16,436,000</td>
<td>16,453,000</td>
<td>16,468,000</td>
<td>16,415,000</td>
<td>16,393,000</td>
<td>17,398,000</td>
<td>17,378,000</td>
<td>17,364,000</td>
</tr>
<tr>
<td>Person Kms - Linked Trips</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car Driver</td>
<td>112,421,000</td>
<td>112,601,000</td>
<td>112,729,000</td>
<td>112,237,000</td>
<td>112,000,000</td>
<td>125,528,000</td>
<td>125,424,000</td>
<td>125,361,000</td>
</tr>
<tr>
<td>Car Passenger</td>
<td>39,347,000</td>
<td>39,410,000</td>
<td>39,455,000</td>
<td>39,283,000</td>
<td>39,200,000</td>
<td>43,935,000</td>
<td>43,898,000</td>
<td>43,876,000</td>
</tr>
<tr>
<td>Train</td>
<td>19,773,000</td>
<td>19,400,000</td>
<td>19,083,000</td>
<td>20,201,000</td>
<td>20,674,000</td>
<td>137,000</td>
<td>138,000</td>
<td>139,000</td>
</tr>
<tr>
<td>Bus</td>
<td>7,570,000</td>
<td>7,664,000</td>
<td>7,748,000</td>
<td>7,475,000</td>
<td>7,359,000</td>
<td>14,558,000</td>
<td>14,777,000</td>
<td>14,937,000</td>
</tr>
<tr>
<td>Total Kms</td>
<td>179,112,000</td>
<td>179,075,000</td>
<td>179,015,000</td>
<td>179,196,000</td>
<td>179,232,000</td>
<td>184,158,000</td>
<td>184,238,000</td>
<td>184,313,000</td>
</tr>
<tr>
<td>Person Hours - Linked Trips</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car Driver</td>
<td>3,342,000</td>
<td>3,351,000</td>
<td>3,356,000</td>
<td>3,331,000</td>
<td>3,321,000</td>
<td>3,957,000</td>
<td>3,949,000</td>
<td>3,944,000</td>
</tr>
<tr>
<td>Car Passenger</td>
<td>1,170,000</td>
<td>1,173,000</td>
<td>1,174,000</td>
<td>1,166,000</td>
<td>1,162,000</td>
<td>1,385,000</td>
<td>1,382,000</td>
<td>1,380,000</td>
</tr>
<tr>
<td>Train</td>
<td>545,000</td>
<td>534,000</td>
<td>525,000</td>
<td>568,000</td>
<td>572,000</td>
<td>6,000</td>
<td>6,000</td>
<td>6,000</td>
</tr>
<tr>
<td>Bus</td>
<td>332,000</td>
<td>343,000</td>
<td>347,000</td>
<td>334,000</td>
<td>329,000</td>
<td>641,000</td>
<td>651,000</td>
<td>658,000</td>
</tr>
<tr>
<td>Total Hours</td>
<td>5,396,000</td>
<td>5,402,000</td>
<td>5,402,000</td>
<td>5,390,000</td>
<td>5,384,000</td>
<td>5,992,000</td>
<td>5,991,000</td>
<td>5,992,000</td>
</tr>
<tr>
<td>PT Out of Vehicle Hours - Linked Trips</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train Waiting</td>
<td>120,000</td>
<td>123,000</td>
<td>120,000</td>
<td>129,000</td>
<td>133,000</td>
<td>2,000</td>
<td>2,000</td>
<td>2,000</td>
</tr>
<tr>
<td>Train Walking</td>
<td>218,000</td>
<td>213,000</td>
<td>209,000</td>
<td>224,000</td>
<td>231,000</td>
<td>3,000</td>
<td>3,000</td>
<td>3,000</td>
</tr>
<tr>
<td>Bus Waiting</td>
<td>103,000</td>
<td>105,000</td>
<td>105,000</td>
<td>102,000</td>
<td>101,000</td>
<td>174,000</td>
<td>176,000</td>
<td>177,000</td>
</tr>
<tr>
<td>Bus Walking</td>
<td>205,000</td>
<td>207,000</td>
<td>208,000</td>
<td>203,000</td>
<td>201,000</td>
<td>313,000</td>
<td>317,000</td>
<td>320,000</td>
</tr>
<tr>
<td>Total Train In-vehicle</td>
<td>544,000</td>
<td>534,000</td>
<td>523,000</td>
<td>533,000</td>
<td>539,000</td>
<td>8,000</td>
<td>8,000</td>
<td>8,000</td>
</tr>
<tr>
<td>Light Rail</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>2,000</td>
<td>2,000</td>
<td>2,000</td>
</tr>
<tr>
<td>Ferry</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>2,000</td>
<td>2,000</td>
<td>2,000</td>
</tr>
<tr>
<td>Bus or Car</td>
<td>131,000</td>
<td>127,000</td>
<td>125,000</td>
<td>134,000</td>
<td>139,000</td>
<td>5,000</td>
<td>5,000</td>
<td>5,000</td>
</tr>
<tr>
<td>Total Train In-vehicle</td>
<td>544,000</td>
<td>534,000</td>
<td>523,000</td>
<td>533,000</td>
<td>539,000</td>
<td>8,000</td>
<td>8,000</td>
<td>8,000</td>
</tr>
<tr>
<td>Commercial Vehicles (Passenger Car Equivalents)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trips</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
<td>713,000</td>
</tr>
<tr>
<td>Distance</td>
<td>18,081,000</td>
<td>18,081,000</td>
<td>18,079,000</td>
<td>18,081,000</td>
<td>18,079,000</td>
<td>18,107,000</td>
<td>18,111,000</td>
<td>18,110,000</td>
</tr>
</tbody>
</table>

Results are not shown above for the runs NoRail4 – NoRail9. Investigation of the average automobile travel speeds in the No Rail scenarios as compared with those in the five less extreme scenarios showed that the reduction was on the order of 10%. Scenarios NoRail4 – NoRail6 presume a 50% reduction in average bus speed, and scenarios NoRail7 – NoRail9 presume a 75% reduction. In light of NoRail automobile speeds, none of these last six NoRail scenarios appears plausible as a description of the characteristics of bus travel.

Several aspects of this result table may be counterintuitive, so a fuller explanation is warranted. First, and perhaps most unexpectedly, the complete elimination of Sydney’s commuter rail network does not have a drastic impact on either the total quantum of automobile travel or on the average speed of cars. The reason for this modest effect is that in the status quo case rail journeys represent only 4.5% of total journeys. Rail’s share of person kilometres travelled is somewhat higher, 11%, but still relatively low.

The elimination of rail would induce considerable congestion on the main road arteries into the CBD during commuter hours, but this effect is somewhat masked in the total...
figures by the large number of automobile journeys that do not enter the CBD, and by the significant amount of off-peak travel on the road network. The modelling work does capture this effect, nevertheless, through the breakdown of automobile vehicle kilometres travelled by speed band, from which the congestion information was derived.

The second important observation is that waiting and walking time for public transport represents a very significant proportion of the time spent travelling for rail and bus. For rail, waiting and walking time represents 39% of the total travel time. The value of time calculations performed here do include waiting and walking times for public transport.

The third observation is that there is a significant shift from rail to bus when the rail option is eliminated. The effect is to approximately double the number of person kilometres travelled by bus, and to increase the average journey length of bus commuters. This change takes place because rail commuters travel longer distances on average than bus commuters. Once they are displaced from rail they need to travel further than the pre-existing bus travellers.

The fourth observation is that in the no-rail scenarios, the total quantum of travel increases somewhat compared to the status quo. This result is unexpected. I understand that it is an artefact of some of the SSTM modelling assumptions that are in the process of being refined.34

---

34 A fixed ratio of non-commuter to commuter journeys by automobile is assumed within the SSTM at present. As the number of automobile commuter journeys increase in response to the elimination of the rail option, the number of non-commuter automobile journeys is also increased by this fixed ratio.
7 Traffic congestion externalities

Road congestion occurs when the volume of traffic exceeds the maximum level at which traffic can flow at the normal speed limit. It is caused by the interference between vehicles. Congestion imposes both internal and external costs on motorists.

In contrast, a timetabled passenger railway service does not experience congestion as there is no interference between trains. Train movements are coordinated at the time the timetable is established and centrally controlled in real time.

It is important to distinguish between the internal and external costs of road congestion. This distinction is perhaps most easily explained with reference to the cost of fuel consumed by private motorists. Under congested conditions, when one new motorist decides to join the traffic system, the cost of fuel to that motorist is a private cost. It includes the cost of the fuel that would have been consumed undertaking that journey under free-flow (uncongested) traffic conditions and the cost of the additional fuel that is consumed waiting in queues.

That motorist’s decision to join the traffic system also increases the delays experienced by the other motorists who were already using it. As a consequence, the other motorists consume additional fuel waiting in queues. The cost to these existing road users of the additional fuel consumed because of the first motorist’s decision to drive is an externality.

Exactly the same argument applies to the cost to motorists and their passengers of their own commuting time. The mode-switching motorist (the marginal driver) presumably knows and accepts the personal cost of the decision to drive in terms of her own travelling time. That cost is presumably taken into account when weighing the pros and cons of travelling by car or by train, along with the price of fuel and car ownership, the rail fare, the time penalty associated with rail travel (including time in the train, time waiting for the train, and time walking to and from the train stations at each end of the journey). In a sense, the marginal motorist’s travel time is part of the general cost of automobile travel that is compared to the general cost of train travel in order to make the mode choice decision. Therefore the marginal motorist’s own travel time is an internal cost which is already taken into account in establishing the demand schedule for rail travel.

The pre-existing motorists (inframarginal drivers) suffer a new increment of cost as a result of the marginal driver’s decision to join. The inframarginal motorists take longer to make the same journey as a direct result of the marginal motorist’s decision. The personal cost of the inframarginal motorists’ own additional commuting time and fuel consumption is an external cost that is not reflected in the demand or supply schedules for rail travel. This aspect of the automobile travel time and cost of fuel consumed is the true congestion externality which is quantified in this chapter.
7.1 Methodology for quantifying congestion effects

In order to develop the intuition behind the methodology, I focus first on the distinction between internal and external costs associated with automobile travel time. Suppose that the number of person-hours of automobile commuting time per person-kilometre travelled increases as the total number of automobile person-kilometres increases. Such an effect would be expected as a given fixed road network approached congested conditions.

The ratio (person-hours/person-kilometres) or \( \frac{aph}{apk} \) would be an increasing function of \( apk \). The various costs can be interpreted as areas in the diagram below.

![Diagram showing areas related to congestion externality and private cost of switching motorists.]

The horizontal axis represents automobile person-kilometres travelled (apk). The vertical axis represents automobile person-hours per apk. The sloping line represents the ratio \( \frac{aph}{apk} \), which increases as \( apk \) increases. For any value of \( apk0 \), a rectangle with its lower left corner at the origin, its right-hand side at \( x = apk0 \), and its upper right corner lying on the sloping line has an area that is equal to the total number of automobile person hours of travel time corresponding to \( apk0 \) automobile person kilometres travelled. To see this, note:

\[
\text{Area} = XY = (apk0)(aph/apk) = aph_{apk0}
\]

\[35\] In this report I assume, in fact, that automobile person hours is a quadratic function of automobile person-kilometres travelled. I estimate the quadratic coefficients from empirical data derived from the SSTM later in this chapter.
Let the area of the rectangle with light shading represent \( \text{aph}_{\text{apko}} \). An increase in \( \text{apk} \) will increase the total automobile travel time by the sum of areas A, B, and C. Assume that the increase in \( \text{apk} \) takes place because more motorists join the road network. Areas A and C represent the travel time of these marginal motorists. As discussed, the cost of this travel time is internal.

Area B (shaded with diagonal lines) represents the additional travel time experienced by the inframarginal motorists as a result of the decision of the marginal motorists to join. The value of time multiplied by area B is the external cost associated with the marginal motorists’ decision.

In order to quantify the effect of the Sydney rail system in reducing congestion costs incurred by motorists, I employed the SSTM to simulate traffic conditions resulting from different levels of rail fare and patronage. Of particular interest in quantifying congestion is the relationship between total automobile person travel time and total automobile person-kilometres travelled as reductions in rail patronage cause roads to become more crowded. Knowing the distribution of vehicle-kilometres by speed band in each SSTM scenario, congestion costs are obtained as the product of the increase in travel time, modelled vehicle occupancy, an assumed value of travel time, and vehicle-kilometres.

The distinction between internal and external travel time costs, noted above, can be made if the ratio \( \frac{\text{aph}}{\text{apk}} \) can be determined as a function of \( \text{apk} \). The SSTM scenario runs permit this determination to be made.

This approach is more specific to the Sydney road network in reference year 2006 than many other studies of road congestion externalities, which typically take published national total values and simply divide by the number of vehicle kilometres to obtain an average congestion cost per vehicle kilometre. Approaches of that type are less satisfactory for studies of particular cities because each urban transport network has its own unique geo-spatial features and commuting patterns—all of which are captured for Sydney in the SSTM.

### 7.2 Data sources and issues for congestion effect estimation

The data I rely on to estimate congestion effects is embedded in the Transport Data Centre’s Sydney Strategic Travel Model. I do not propose to perform any independent review of the SSTM inputs. I take them to be widely accepted values.

#### 7.2.1 Person hours per automobile person kilometre

The chart below plots an empirical relationship between automobile person hours and automobile person kilometres travelled. Each data point represents a single SSTM run. A point at the origin has been added to the data set. Presumably there will be zero person hours when there are zero person kilometres travelled. A quadratic curve of best fit is superimposed on the diagram.
Noting that the constant term in the best quadratic fit is approximately zero, the ratio \( \frac{\text{aph}}{\text{apk}} \) is a linear function of \( \text{apk} \), with slope \( \frac{4.38 \times 10^{-7}}{\text{pax-hrs}/(\text{pax-km})^2} \) and y-intercept \( \frac{0.012}{\text{pax-hrs}/\text{pax-km}} \).

Knowing this slope and y-intercept, it is possible to calculate the marginal external benefit associated with an incremental change in rail patronage, \( \Delta q \). First, note that the SSTM runs established a linear relationship between a change in rail patronage, \( q \), and automobile passenger kilometres travelled, \( \text{apk} \).

\[
\text{apk} = \text{slope}_\text{apk} \times q + \text{yint}_\text{apk}
\]

The relationship between rail and auto usage is depicted in the chart below. Each SSTM scenario is represented with a single point. The relationship of bus passenger kilometres (\( \text{bpk} \)) to rail patronage, which is linear as well, is also shown.

\[
\text{bpk} = \text{slope}_\text{bpk} \times q + \text{yint}_\text{bpk}
\]
The slope of these lines is negative, reflecting the fact that both automobile and bus usage are substitutes for rail usage. As an aside, while it cannot be seen from this graph, which compares road passenger kilometres to rail passenger journeys, the relationship between rail and automobile passenger journeys is not one-to-one, reflecting the fact that the total number of passenger journeys across all modes combined changes when the cost and benefit profile of the modal options changes.

I adopt these best-fit lines to establish a linear relationship between Δq and Δapk. In the chart below, it is Area B that represents the additional hours of automobile travel time imposed on inframarginal motorists by the decision of marginal motorists to drive.
For small values of $\Delta q$, the passenger kilometres travelled by marginal motorists, $\Delta apk$, will also be small. Area B is calculated as follows:

\[
\text{Area B} = \text{apk} \times [\Delta \text{apk} \times \text{slope of line (aph/apk)}] \\
= \text{apk} \times [\Delta \text{apk} \times 4.38\times10^{-7} \text{ pax-hrs/(pax-km)}^2] \\
= \Delta q^3(\text{slope}_{\text{apk}}^2+y\text{int}_{\text{apk}}\text{slope}_{\text{apk}}) \times 4.38\times10^{-7} \text{ pax-hrs/(pax-km)}^2
\]

The marginal external benefit ("meb(q)") associated with a small increment of additional rail patronage consists, inter alia, of the travel time savings to inframarginal motorists from the reduced congestion. The value of this component is:

\[
\text{meb(q) auto travel time} = \text{VOT} \times \frac{\partial}{\partial q} \left( \text{Area B} \right) \\
= \text{VOT} \times (q^3\text{slope}_{\text{apk}}^2+y\text{int}_{\text{apk}}\text{slope}_{\text{apk}}) \times 4.38\times10^{-7} \\
= \text{VOT} \times ((-16.86)^3 q – 16.86 \times 44,873) \times 4.38\times10^{-7} \\
= \text{VOT} \times (1.245\times10^{-4} q – 0.33)
\]

Where VOT is the value of time in $/person-hr. Published values for that input are discussed later in this chapter.

### 7.2.2 Person hours per bus person kilometre

In theory, travel time savings to bus users constitute an additional component of meb(q), which could be estimated using the same procedure as just applied to automobile time savings. The chart below plots bus passenger hours versus bus passenger kilometres travelled. Again, a best-fit quadratic equation is superposed.

Perhaps surprisingly, the quadratic term of the best-fit equation has a negative sign, meaning that the average time per bus passenger kilometre decreases as the number of
bus passenger kilometres increases. This result is not the expected consequence of increasing road congestion.

Close inspection of the SSTM scenarios reveals that a reduction in rail patronage leads to an increase in the number of bus passenger journeys, and also to an increase in the average distance travelled per bus journey—presumably because new bus passengers switching from rail travel longer distances to work.

The No Rail scenarios on which I focus here involve no change to average bus speeds relative to the business as usual scenario. This implies that the bus in-vehicle-time per kilometre travelled remains constant across scenarios.

For buses, part of the journey time is spent walking to and from bus stops and waiting for the bus. There is no counterpart to these time elements for private motoring as it is assumed that motorists park at home and near work, spending the entire commuting time in their cars.

As rail patronage decreases, bus passenger-kilometres travelled increase more than proportionally because of this increasing journey distance effect. While bus in-vehicle-time per kilometre travelled remains constant, the walking and waiting time decreases on a per kilometre basis. It is this latter effect which leads to the decline in bus passenger hours per passenger kilometre as bpk increases.

If one were to accept this logic, the bus travel time effect would work in the opposite direction to the automobile travel time effect of congestion. However, the apparent effect on average bus journey lengths appears to be the result of new bus passengers (who were previously rail passengers) taking longer journeys than the inframarginal bus
passengers. It does not seem likely that inframarginal bus passengers would travel longer distances on the bus than they did previously simply because the roads have become more congested.

If that is the case, then the calculated decrease in bus passenger hours per passenger kilometre as bpk increases is not an external effect. Rather it is an effect experienced only by the marginal bus passengers. It is internal to the mode choice decision of these marginal commuters.

Therefore I assume that the observed relationship between bus passenger hours and bpk is neither an external benefit nor cost associated with rail patronage. I assume instead that the marginal external benefit associated with bus passenger VOT is zero. For the inframarginal bus passengers, as for the inframarginal automobile passengers, increasing congestion on the roads will mean longer travel times for the same journey. Unfortunately I am unable to quantify this effect, given my assumption that bus speeds do not change in the no-rail scenario. It is possible to say, nonetheless, that by omitting the bus travel time effect from the calculation of meb(q), the marginal external benefit of rail is, if anything, understated.

7.2.3 Person hours per rail passenger journey

So far the discussion has considered travel time effects on other modes of a change in rail patronage. Congestion per se does not affect trains because of the timetabled and centrally coordinated nature of train movements. Nevertheless, it does seem intuitively plausible that as increasing patronage makes trains and railway stations more crowded, rail travellers will experience increasing delays. Unfortunately, the Sydney Strategic Travel Model does not capture this type of congestion effect. For this reason the rail travel time effect was ignored.

7.2.4 Value of travel time

In order to convert the SSTM outputs into dollar values of marginal external benefit it is necessary to establish values of travel time, and then apply them to the passenger hours for inframarginal users calculated for each mode in each model run.

The range of values of travel time used in sensitivity analysis was:

- A low value of $9.23/hr, representing the value per occupant of travel time for private use of a car; \(^{36}\) and
- A high value of $22.60/hr, representing a weighted average of business and private travel in passenger cars in urban areas. \(^{37}\)

Both reference sources cite a 2004 Austroads publication as the primary source. In order to compare these values with hourly rates of pay, I note that, according to the ABS catalogue number 6306.0, “Employee earnings and hours, Australia, May 2006,” the average hourly rate of pay across all full-time employees, for ordinary time was $26.00/hr. Ordinary time best matches the CityRail peak commuter travel profile. ABS catalogue number 6302001 indicates that average weekly earnings for persons in full-time work during ordinary hours increased by 7.7% between May 2006 and February 2008, suggesting that the February 2008 hourly rate of pay had increased to $28.01/hr. ABS catalogue number 6302001la permits an inference to be made of the NSW average weekly earnings compared to the Australian average weekly earnings in both May 2006 and February 2008. Putting this information together, a February 2008 NSW average hourly rate of pay for persons in full-time employment during ordinary hours of $28.80/hr is derived. The ABS does not routinely collect city-specific data on hourly wages or weekly earnings, so it is difficult to make this figure more geographically specific than NSW.

The low time valuation of $9.23/hr would be approximately 32% of this $28.80 hourly wage figure, and the high time valuation of $22.60/hr would be approximately 78% of the hourly wage. It is relatively common practice to link the value of travel time to the prevailing hourly wage, however the literature reveals considerable dispersion in the measured ratio of value of time to hourly wage. For example, BTE Occasional Paper 51 calculates and presents the ratio of value of travel time to average wage rate implicit in the travel time valuations contained in a range of studies. Table 8.1 in that paper presents the ratio for business values of travel time. Of the 27 references cited there that are not assumed values, the mean ratio is 83.8%, the median ratio is 76%, and the standard deviation is 62.7%. Table 8.3 presents the ratio for commuter values of travel time. Of the 71 references cited there that are not assumed values, the mean ratio is 43.5%, the median ratio is 35%, and the standard deviation is 25.8%.

For business travel, the median ratio applied to the $28.80/hr wage would be $21.89/hr. For commuter travel, the median ratio applied to the hourly wage would be $10.08/hr. There is necessarily a degree of imprecision in these ratios. Rather than attempt to refine the estimates further, I adopt a central case value of time of $15.80/hr which lies approximately half-way between the median ratios for business and commuter travel.


applied to the hourly rate. For sensitivity testing I retain the range mentioned above: low valuation of $9.23/hr and high valuation of $22.60/hr.

Separate values of time for motorists, bus passengers and rail passengers\(^{40}\) have not been adopted, but the analytical framework set out here could easily be adapted to reflect mode-specific values of time.

7.2.5 Fuel consumption per person kilometre

There are several distinct external costs associated with fuel consumption, including those involving air pollution. Here I consider only one of these: the cost to inframarginal motorists of purchasing the additional fuel that is consumed as a result of traffic congestion. Air pollution externalities will be discussed in chapter 8 below.

I assume that the rate of bus fuel usage per bus passenger kilometre is constant. This assumption is motivated by the SSTM modelling assumption that the bus fleet and timetable frequencies will be adjusted as needed to meet the demand for bus travel. This adjustment seems likely to be done in such a way that load factors are maintained at relatively constant average levels. With constant load factors and constant average bus speeds across the scenarios considered here, the rate of bus fuel usage per bus passenger kilometre is likely to be constant. That being the case, the decision by a marginal bus user to travel by bus will not increase the amount of fuel consumed per inframarginal bus user journey. Thus the bus fuel purchase externality would be zero under the assumptions adopted here.

Nevertheless, fuel consumption savings by inframarginal motorists as a result of the congestion-reducing effect of increasing rail patronage constitute an additional component of meb(q). It may be estimated using the same procedure as applied to automobile time savings. The chart below plots automobile fuel consumption versus apk. A best-fit quadratic equation is superposed.

---

\(^{40}\) There is some evidence that automobile commuters tend to have higher valuations of travel time than public transport commuters, possibly because average incomes are higher among motorists.
Perhaps surprisingly, the quadratic term of the best-fit equation has a negative sign, meaning that the average fuel consumed per automobile passenger kilometre decreases as the number of automobile passenger kilometres increases. This result is not the expected consequence of increasing road congestion.

Close inspection of the SSTM scenarios reveals that a reduction in rail patronage leads to an increase in both the number of automobile passenger journeys and average vehicle occupancy. As rail patronage decreases, automobile vehicle kilometres increase less than proportionally to the increase in automobile passenger kilometres because of this increasing vehicle occupancy. While congestion does indeed increase the fuel consumed per vehicle kilometre, the increasing vehicle occupancy effect works in the opposite direction on consumption per person-kilometre. The net effect is a decline in automobile fuel consumption per passenger-kilometre as apk increases.

Accepting this logic, the automobile fuel purchase cost externality works in the opposite direction to the automobile travel time effect of congestion. The component of meb(q) representing the auto fuel purchase cost effect is given by:

\[
\text{meb(q)}_{\text{auto fuel purchase cost}} = (\text{$/litre fuel price}) \times \frac{\partial}{\partial q} (\text{Area B})/q
\]

\[
= (\text{$/litre}) \times (q \times \text{slope}_\text{apk}^2 + y\text{int}_\text{apk} \times \text{slope}_\text{apk}) \times (-1.86e-8)
\]

\[
= (\text{$/litre}) \times ((-16.86)^2 q - 16.86 \times 44.873) \times (-1.86e-8)
\]

\[
= (\text{$/litre}) \times (-5.11e-6 q - 0.014)
\]

Where ($/litre) is simply the current price of petrol. Adopting a current value of approximately $1.40/litre for the price of petrol, this auto fuel purchase marginal external cost of rail transport is approximately $0.02/PJ for all values of q between 0 and 370mPJ/yr.
8 Emission effect externalities

Automobile and bus emissions contribute to two recognised types of social cost: increased health risk from conventional pollutants and increased risk of environmental harm from greenhouse gases. The quantity of each pollutant dispersed into the atmosphere varies directly with the quantity of fuel consumed. Therefore fuel consumption is the metric best suited to link the quantum of commuter transport in Sydney with the air pollution it causes.

It is important to note that every litre of fuel consumed creates some external effect via air pollution. The effect is external because the sufferers of air pollution (persons inhaling it and becoming unwell, or persons affected by global warming) are, in the overwhelming majority, different people to the car drivers whose modal choice caused the pollution. Put another way, every gram of carbon monoxide and every tonne of carbon dioxide has an effect on a great many people.

This situation may be contrasted to the fuel purchase cost externality referred to in chapter 7 above. The fuel purchase cost is only a congestion externality for the extra fuel that an inframarginal motorist consumes as a result of congestion. The emission externalities apply to every litre of fuel consumed, including litres consumed by marginal motorists. The distinction can be seen clearly in the diagram below.

---

41 This fact arises from the chemical equations for fuel combustion. The proportionality between quantity of pollution and litres of fuel consumed, while strong, is not quite exact. It depends also on the thoroughness of combustion of the fuel. In turn, this depends to some extent on the condition of each vehicle, how fast it is travelling, and whether the engine is warmed up. I ignore these second-order complications.
The litres of fuel consumed that contribute to the emission externality are represented by the sum of areas A, B, and C, shaded with diagonal lines. The calculation of this sum of areas proceeds in the same way as the calculation of area B was done for the fuel purchase cost congestion externality in chapter 7. The necessary information was derived there from the relationship between automobile fuel consumption and apk, and the relationship between bus fuel consumption and bpk.

8.1 Methodology for quantifying emission effects

The empirical determination I wish to make is whether CityRail reduces the costs of emissions and by how much. I am not attempting to endogenize this calculation.\(^{42}\) The emissions externality calculation will be performed once the change in road vehicle kms is determined by the SSTM runs. The core steps in the analytical approach are:

1. Estimate the fuel savings per passenger-kilometre associated with a mode shift from private vehicle to rail;
2. Quantify the associated reduction in emissions of carbon dioxide and conventional pollutants such small particulate matter, sulphur dioxide, nitrogen oxides, carbon monoxide, benzene, and lead;
3. Cost the avoided externality on the basis of an assumed carbon price and published values of the marginal external health costs per litre of fuel consumed.

\(^{42}\) In other words, the impact of carbon pricing on fuel prices is not taken into account in this analysis.
Regarding greenhouse gas emissions, I assumed that the pre-2010 cost sharing arrangements apply, there are no ETS in place and therefore I simply value the emissions externality avoided.

However, if I were taking a longer term perspective beyond 2010, then I would need to consider the feedback effects from a carbon price into fuel costs (relative rail and road fuel costs) and rail fares. Given that increased fuel prices infer some degree of internalisation of the externality associated with carbon emissions, I would probably need to reconsider the question about whether any of that additional cost should be borne by government with respect to rail fares.

I note that Rail consumes energy in production (equipment, tracks, and so on) and operation, and emits pollution in doing so. I adopt values published in Karpouzis et. al. for the negative externalities imposed by CityRail.

8.2 Data sources and issues for emission effect analysis

8.2.1 Fuel consumption

Fuel consumption was estimated as follows. The web site: http://www.climatechange.gov.au/cgi-bin/transport/fuelguide/fuelguide.pl?querytype=advancedquery&min_cons=&max_cons=&manufacturer=any&year=2003&transmission=any&fuel=any&vehicletype=any&model=&minenginesize=&maxenginesize=&mincityfuel=&maxcityfuel=&minhighwayfuel=&maxhighwayfuel=&sort1=manufacturer&sort2=year contains highway and city consumption figures for each of approximately 980 different 2003 models of passenger cars in use in Australia. The simple average of highway consumption of these vehicles was 7.2 litres per 100 km. The average of city consumption was 10.8 litres per 100 km.

I assumed that the city consumption figure applied to the speed band between 30 and 35 km/hr, and that the highway figure was relevant to the speed band between 80 and 85 km/hr. Fuel consumption rates for other speed bands were calculated by linear interpolation between these points and extrapolation for higher and lower values. The resulting fuel consumption rates are shown below.

43 SSTM model runs predicted a business as usual average automobile speed of 37km/hr, which dropped to approximately 34km/hr in the no-rail scenarios for typical working days in Sydney.
8.2.2 Cost of greenhouse gas emissions

The assumed relationship between fuel consumption and the quantity of CO2 emitted was 2.64 kg CO2 per litre of petrol consumed. That figure is between the fuel conversion rates cited by www.nqclimatealliance.org.au/Business_Travel_ServiceSector_v2.0_Final.xls for petrol (2.34) and diesel (2.68).

Given my short-term, ie prior to 2010, emphasis I could have used the NSW NGAC (NSW Greenhouse Abatement Certificate) price, currently around A$12/tCO2e. If one were looking at a longer term perspective then one would need to make some assumptions about the carbon price under a national emissions trading scheme (ETS) – likely to be in the order of about $10/tCO2e.

For my analysis I have adopted a higher carbon price of $25/tonne CO2.

<table>
<thead>
<tr>
<th>Speed band km/hr</th>
<th>litres fuel consumed by cars / vkm</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>55</td>
<td>60</td>
</tr>
<tr>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>65</td>
<td>70</td>
</tr>
<tr>
<td>70</td>
<td>75</td>
</tr>
<tr>
<td>75</td>
<td>80</td>
</tr>
<tr>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>85</td>
<td>90</td>
</tr>
<tr>
<td>90</td>
<td>95</td>
</tr>
<tr>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>105</td>
</tr>
<tr>
<td>105</td>
<td>110</td>
</tr>
</tbody>
</table>
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8.2.3 Cost of conventional pollutant emissions

Maddison, et. al.,\textsuperscript{44} surveyed the literature on a range of external costs of road transport. Those authors (citing Calthrop, 1995) present an estimated marginal external health cost per litre of unleaded petrol of 9 pence sterling in 1993. The marginal external health cost per litre of diesel was 84 pence sterling in the same year.\textsuperscript{45} I convert these values to Australian dollars, but do not apply an inflation adjustment for the time difference.\textsuperscript{46}

9 Accident impact externalities

By reducing automobile usage, CityRail reduces the likelihood of traffic accidents. Published figures are readily available on the rate of accidents per vehicle kilometre, and the total costs imposed by these accidents. However, it is important to distinguish between internalised accident costs and external costs. The accident externality phenomenon involves two complications that must be considered.

First, some of the costs of accidents are borne by the accident victims. If the accident victim is a marginal motorist (i.e., one who decides to switch from train to car commuting or vice versa) then the probability-weighted cost to that victim of the accident is an internal cost, not an externality. This logic applies whether the accident cost is a cash cost (vehicle repairs or property damage), or the loss of quality of life associated with permanent incapacitation or death. The latter may be difficult to quantify, but it is a cost to the marginal motorist associated with the decision to drive—not an externality.

The fact of automobile accident insurance tends, if anything, to internalise more of the accident-related costs.\textsuperscript{47} For example, third party injury and property damage insurance brings the costs borne by non-motorists who are injured or lose property in a car accident into the motorist’s modal choice calculation.


\textsuperscript{45} Maddison, et. al., 1997, Box 4.11, p. 76.

\textsuperscript{46} As these marginal external health costs are based on research in the United Kingdom, where population densities are higher, the dose-response relationships are not likely to be exactly the same as for traffic in Sydney. Given this inexactness, it did not seem appropriate to perform a precise calibration for inflation effects.

\textsuperscript{47} This statement assumes, of course, that the insurance industry is workably competitive so that insurance premiums change in response to changes in accident costs.
Nevertheless, there remain some types of accident-related costs that are borne by the community at large, rather than the marginal motorists, even when insurance premiums are taken into account. The standby capacity at public hospitals for accident victims, police and emergency services, traffic congestion caused by accidents, and the uninsured detriment to the quality of life of third parties are examples of these external costs of traffic accidents.

The second complication is that one must establish a quantitative relationship between the incidence of traffic accidents and the number of automobile (and bus) passenger kilometres travelled. This link is difficult to establish empirically, beyond making the intuitively obvious observations that the likelihood of accidents should generally increase with automobile passenger kilometres travelled, and that higher average speeds should lead to more frequent and more severe accidents. In the absence of detailed information on this relationship, the most plausible simplifying assumption is that the incidence of accidents is proportional to \( apk \) or \( bpk \).

If the assumption is made of a constant accident rate per \( apk \) (or per \( bpk \)), then the complication arises because inframarginal motorists (or bus passengers) do not experience any increase at all in their accident risk as \( apk \) (or \( bpk \)) rises. In other words, because of this assumption, all of the increased accident risk caused by the marginal motorist is internal to the marginal motorist’s modal choice decision. There is no external accident cost.

Note that this counterintuitive conclusion is dependent on the assumption that the accident rate per \( apk \) is constant. There may be grounds to believe that the accident cost per \( apk \) falls as \( apk \) increases: congestion slows the traffic, making it easier to avoid accidents and lessening the severity of those accidents that do occur. It is not clear from the available material that the traffic accident externality is necessarily a point in favour of increasing CityRail patronage.

It is recognised that this finding runs counter to the conventional wisdom on accident externalities. There is no denying that increasing usage of automobiles increases the total cost of accidents, some varying proportion of which may be borne externally to the marginal motorists with whom I am concerned. However, when calculating the marginal external benefit to CityRail usage the best that can be said is that it is too close to zero to measure accurately with the information available, and possibly it is negative.

The total external benefit of accident avoidance through current total levels of CityRail patronage is likely to be large, but the marginal external benefit from an incremental increase in CityRail patronage is too small to measure reliably.

Finally, it is worth noting as well that rail accidents occur, and that these sometimes involve fatalities and serious injury. The Bureau of Transport Economics’ Report 108 (2002) examined rail accidents in Australia. That report identified level crossing collisions with motor vehicles and suicides as by far the most prevalent form of fatal accident for rail in Australia. Arguably, neither of these categories are applicable to the number of fatal accidents caused by CityRail conducting its commuter transport.
operations. There are virtually no level crossings in the CityRail area covered by this study. Given the nature of suicide it appears unlikely that the suicide rate is affected by the level of patronage on CityRail. Actual train crashes involving death of passengers or other commuters are exceedingly rare, and the average number of rail passengers killed each year in CityRail train crashes pales into insignificance compared to the number of road fatalities. For these reasons I do not include any amount for the dollar value of external costs imposed by rail accidents.48

9.1 Methodology for quantifying accident impact externalities

Given the problems just noted with measuring the marginal external benefits of rail in reducing accident costs, I do not attempt a quantification of $\text{meb}(q)_{\text{road accidents}}$. Nevertheless, to shed some light on the magnitude of total external benefits of traffic accident avoidance, the following approach could be used.

BTRE 2000, Road Crash Costs in Australia, Report 102 provides a summary breakdown of all road crash costs for 1996 by cost type. For each cost type, a judgement is made in the table below of the proportion of that cost that would be covered by insurance. The remaining portion of costs is assumed to represent an estimate of the costs not borne by the marginal motorist. What is not clear is whether these costs would increase more than proportionally with increasing automobile or bus passenger kilometres. In fact, they may increase less than proportionally, either because:

- congestion-induced traffic slowing would make roads safer, or
- higher vehicle occupancy with higher $\text{apk}$ would lead to fewer accidents per passenger km if the accident rate per vehicle km was constant.

48 For example, there were 1037 driver fatalities in road crashes in 1996 Australia-wide. The last fatal crash on CityRail was the Waterfall derailment in January 2003 which killed 7 people. Prior to that the Glenbrook accident in 1999 claimed a similar number of lives.
### Source of total costs: BTE report 102 “Road Crash Costs in Australia”

<table>
<thead>
<tr>
<th>Human costs $million</th>
<th>Total cost</th>
<th>guessed</th>
<th>internal cost</th>
<th>external cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical/ambulance/rehabilitation</td>
<td>361.00</td>
<td>100%</td>
<td>361.00</td>
<td>-</td>
</tr>
<tr>
<td>Long-term care</td>
<td>1,990.00</td>
<td>50%</td>
<td>995.00</td>
<td>995.00</td>
</tr>
<tr>
<td>Labour in the workplace</td>
<td>1,625.00</td>
<td>50%</td>
<td>812.50</td>
<td>812.50</td>
</tr>
<tr>
<td>Labour in the household</td>
<td>1,494.00</td>
<td>0%</td>
<td>-</td>
<td>1,494.00</td>
</tr>
<tr>
<td>Quality of life</td>
<td>1,769.00</td>
<td>0%</td>
<td>-</td>
<td>1,769.00</td>
</tr>
<tr>
<td>Legal</td>
<td>813.00</td>
<td>0%</td>
<td>-</td>
<td>813.00</td>
</tr>
<tr>
<td>Correctional services</td>
<td>17.00</td>
<td>0%</td>
<td>-</td>
<td>17.00</td>
</tr>
<tr>
<td>Workplace disruption</td>
<td>313.00</td>
<td>0%</td>
<td>-</td>
<td>313.00</td>
</tr>
<tr>
<td>Funeral</td>
<td>3.00</td>
<td>0%</td>
<td>-</td>
<td>3.00</td>
</tr>
<tr>
<td>Coroner</td>
<td>1.00</td>
<td>0%</td>
<td>-</td>
<td>1.00</td>
</tr>
<tr>
<td>Total</td>
<td>8,385.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vehicle costs</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Repairs</td>
<td>3,885.00</td>
<td>100%</td>
<td>3,885.00</td>
<td>-</td>
</tr>
<tr>
<td>Unavailability of vehicles</td>
<td>182.00</td>
<td>50%</td>
<td>91.00</td>
<td>91.00</td>
</tr>
<tr>
<td>Towing</td>
<td>43.00</td>
<td>100%</td>
<td>43.00</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>4,110.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General costs</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel delays</td>
<td>1,445.00</td>
<td>0%</td>
<td>-</td>
<td>1,445.00</td>
</tr>
<tr>
<td>Insurance administration</td>
<td>926.00</td>
<td>100%</td>
<td>926.00</td>
<td>-</td>
</tr>
<tr>
<td>Police</td>
<td>74.00</td>
<td>0%</td>
<td>-</td>
<td>74.00</td>
</tr>
<tr>
<td>Non-vehicle property damage</td>
<td>30.00</td>
<td>0%</td>
<td>-</td>
<td>30.00</td>
</tr>
<tr>
<td>Fire and emergency services</td>
<td>10.00</td>
<td>0%</td>
<td>-</td>
<td>10.00</td>
</tr>
<tr>
<td>Total</td>
<td>2,485.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall total</td>
<td>14,980.00</td>
<td></td>
<td>7,113.50</td>
<td>7,867.50</td>
</tr>
</tbody>
</table>

Note: All figures in $m 1996 dollars

| 1996 b vehicle km | 166.45 | 166.45 | 166.45 |
| total cost $/m vehicle km | 90.00 | 42.74 | 47.27 |
| TOTAL | Internal External |
| Ratio of external cost to total= | 52.5% |

### 9.2 Data sources and issues in accident impact analysis

Historical data on the range of severity of accidents and the range of costs per accident could be applied to determine expected values of accident-related cost per car kilometre travelled. The data employed to estimate accident impacts were sourced primarily from the Australian Transport Safety Bureau (ATSB) and BTRE, particularly BTRE 2000, Road Crash Costs in Australia, Report 102. BTRE obtained data on the number of fatalities and serious injury traffic accidents from the ATSB. Estimates of the number of minor injury and property only damage crashes was obtained from insurance reports.

Based on these sources, crash types were classified as either:
• Fatal ($1.7m per incident average total cost in 1996 dollars);
• Serious ($408,000 per incident);
• Minor ($14,000 per incident); or
• Property damage only ($6,000 per incident).

The dollar value assigned to each accident of a given type is shown in parentheses above. The assumed incidence of automobile accidents was derived from tables contained in the BTRE report as shown:

<table>
<thead>
<tr>
<th>Crash Type</th>
<th>Cost 1996 ($b)</th>
<th>Avg Cost /Crash</th>
<th>Implied #Crashes</th>
<th>Cost /Vkt</th>
<th>Implied #Vkt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatal</td>
<td>2.92</td>
<td>1700000</td>
<td>1,718</td>
<td>17.54</td>
<td>10.32</td>
</tr>
<tr>
<td>Serious</td>
<td>7.15</td>
<td>408000</td>
<td>17,525</td>
<td>42.96</td>
<td>105.28</td>
</tr>
<tr>
<td>Minor</td>
<td>2.47</td>
<td>14000</td>
<td>176,429</td>
<td>14.84</td>
<td>1,059.93</td>
</tr>
<tr>
<td>PDO</td>
<td>2.44</td>
<td>6000</td>
<td>406,667</td>
<td>14.66</td>
<td>2,443.14</td>
</tr>
<tr>
<td>Total</td>
<td>14.98</td>
<td>602,337</td>
<td>90.00</td>
<td>3,618.67</td>
<td></td>
</tr>
</tbody>
</table>

Source: BTE Report 102, p. xii

For public transport accidents (i.e., buses), the assumed incidence rates were:

• Fatal: 1.5 / billion passenger kilometres; and
• Serious: 9.95 / billion passenger kilometres.

Unfortunately, as noted at the beginning of this chapter, the assumption of fixed accident rates per passenger kilometre leads to the conclusion that the marginal external accident benefit is zero. Under the alternative assumption of a fixed accident rate per vehicle kilometre, increasing vehicle occupancy with rising apk means that accident rates per passenger kilometre would reduce—conceivably a point in favour of increased automobile usage.
10 Summary of Externality results

It has been possible to combine the relationships between each type of external benefit and rail patronage into a single marginal external benefit function. The most important individual contributor to overall marginal external benefit is the congestion cost experienced by motorists (experienced as the value of time spent driving or being a passenger in a car), which is counteracted increasingly at high rail patronage levels by the value of time spent by rail commuters on the train, waiting for the train, or walking to and from the train station.

Having set out the methodology and data sources for calculation of congestion, emission, and accident externalities in the previous three chapters, I present the results in this chapter. The intention is to use this analysis to establish the marginal external benefit of rail patronage in dollars per passenger journey as a function of rail patronage: \( \text{meb}(q) \).

Total external benefits at any level of patronage can be estimated by integrating the marginal external benefit function.

10.1 Results

The primary drivers of quantifiable external benefits are passenger travel hours and fuel consumption. Results of the SSTM modelling for each of these drivers and figures derived from them in the eight most relevant scenarios are tabulated below.
Using a value of travel time of $15.80/hr and a carbon cost of $25/tonne of CO2, these results can be translated to linear functions meb(q) for each component of the external benefit of rail, shown graphically below.

The total marginal external benefit to rail, meb(q), is the solid line. It begins at the maximum value of $5.71/PJ and decreases as rail patronage increases—the marginal external benefit per passenger journey declines as more passengers choose to travel by rail.

The principal contributor to meb(q) is the marginal external cost of congestion for automobiles, which is the top row of square symbols. The other components of the marginal externality calculation make only a second-order contribution to the overall result.

The total marginal externality function is very different here than in the CRAI Report. There are two reasons for this difference. First, the value of time associated with auto congestion reflects the higher time valuation of $15.80/hr, as compared to the earlier value of $13.15/hr. Second, and probably more influential, in this report I have disregarded the value of time effect associated with congestion on rail. The Transport Data Centre has advised me that the SSTM does not model congestion on rail, so the rail value of time noted in the CRAI Report appears to be spurious. This rail value of
time effect was a significant counteracting influence on the auto congestion effect. Without it, the auto congestion effect is more pronounced.

The results shown graphically here are tabulated below.

<table>
<thead>
<tr>
<th>q (mPJ/yr)</th>
<th>aapk</th>
<th>abpk</th>
<th>auto fuel cost extern</th>
<th>auto VOT extern</th>
<th>bus fuel cost extern</th>
<th>bus VOT extern</th>
<th>auto emissions extern</th>
<th>bus emissions extern</th>
<th>Total meb excl rail VOT $/PJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>44,873</td>
<td>3,910</td>
<td>- 0.02</td>
<td>5.24</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.71</td>
</tr>
<tr>
<td>10</td>
<td>44,705</td>
<td>3,841</td>
<td>- 0.02</td>
<td>5.22</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.69</td>
</tr>
<tr>
<td>20</td>
<td>44,536</td>
<td>3,772</td>
<td>- 0.02</td>
<td>5.20</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.67</td>
</tr>
<tr>
<td>30</td>
<td>44,368</td>
<td>3,703</td>
<td>- 0.02</td>
<td>5.18</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.65</td>
</tr>
<tr>
<td>40</td>
<td>44,199</td>
<td>3,634</td>
<td>- 0.02</td>
<td>5.16</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.63</td>
</tr>
<tr>
<td>50</td>
<td>44,030</td>
<td>3,565</td>
<td>- 0.02</td>
<td>5.14</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.61</td>
</tr>
<tr>
<td>60</td>
<td>43,862</td>
<td>3,497</td>
<td>- 0.02</td>
<td>5.12</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.59</td>
</tr>
<tr>
<td>70</td>
<td>43,693</td>
<td>3,428</td>
<td>- 0.02</td>
<td>5.10</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.57</td>
</tr>
<tr>
<td>80</td>
<td>43,525</td>
<td>3,359</td>
<td>- 0.02</td>
<td>5.08</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.55</td>
</tr>
<tr>
<td>90</td>
<td>43,356</td>
<td>3,290</td>
<td>- 0.02</td>
<td>5.06</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.53</td>
</tr>
<tr>
<td>100</td>
<td>43,187</td>
<td>3,221</td>
<td>- 0.02</td>
<td>5.04</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
<td>0.15</td>
<td>5.51</td>
</tr>
<tr>
<td>110</td>
<td>43,019</td>
<td>3,152</td>
<td>- 0.02</td>
<td>5.02</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.49</td>
</tr>
<tr>
<td>120</td>
<td>42,850</td>
<td>3,083</td>
<td>- 0.02</td>
<td>5.00</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.47</td>
</tr>
<tr>
<td>130</td>
<td>42,682</td>
<td>3,014</td>
<td>- 0.02</td>
<td>4.98</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.45</td>
</tr>
<tr>
<td>140</td>
<td>42,513</td>
<td>2,945</td>
<td>- 0.02</td>
<td>4.96</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.43</td>
</tr>
<tr>
<td>150</td>
<td>42,344</td>
<td>2,876</td>
<td>- 0.02</td>
<td>4.94</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.41</td>
</tr>
<tr>
<td>160</td>
<td>42,176</td>
<td>2,808</td>
<td>- 0.02</td>
<td>4.92</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.39</td>
</tr>
<tr>
<td>170</td>
<td>42,007</td>
<td>2,739</td>
<td>- 0.02</td>
<td>4.90</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.37</td>
</tr>
<tr>
<td>180</td>
<td>41,839</td>
<td>2,670</td>
<td>- 0.02</td>
<td>4.89</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.36</td>
</tr>
<tr>
<td>190</td>
<td>41,670</td>
<td>2,601</td>
<td>- 0.02</td>
<td>4.87</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.34</td>
</tr>
<tr>
<td>200</td>
<td>41,502</td>
<td>2,532</td>
<td>- 0.02</td>
<td>4.85</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.32</td>
</tr>
<tr>
<td>210</td>
<td>41,333</td>
<td>2,463</td>
<td>- 0.02</td>
<td>4.83</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.30</td>
</tr>
<tr>
<td>220</td>
<td>41,164</td>
<td>2,394</td>
<td>- 0.02</td>
<td>4.81</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.28</td>
</tr>
<tr>
<td>230</td>
<td>40,996</td>
<td>2,325</td>
<td>- 0.02</td>
<td>4.79</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.26</td>
</tr>
<tr>
<td>240</td>
<td>40,827</td>
<td>2,256</td>
<td>- 0.02</td>
<td>4.77</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.24</td>
</tr>
<tr>
<td>250</td>
<td>40,659</td>
<td>2,187</td>
<td>- 0.02</td>
<td>4.75</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.22</td>
</tr>
<tr>
<td>260</td>
<td>40,490</td>
<td>2,119</td>
<td>- 0.02</td>
<td>4.73</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.20</td>
</tr>
<tr>
<td>270</td>
<td>40,321</td>
<td>2,050</td>
<td>- 0.02</td>
<td>4.71</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.18</td>
</tr>
<tr>
<td>280</td>
<td>40,153</td>
<td>1,981</td>
<td>- 0.02</td>
<td>4.69</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.16</td>
</tr>
<tr>
<td>290</td>
<td>39,984</td>
<td>1,912</td>
<td>- 0.02</td>
<td>4.67</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.14</td>
</tr>
<tr>
<td>300</td>
<td>39,816</td>
<td>1,843</td>
<td>- 0.02</td>
<td>4.65</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.12</td>
</tr>
<tr>
<td>310</td>
<td>39,647</td>
<td>1,774</td>
<td>- 0.02</td>
<td>4.63</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.10</td>
</tr>
<tr>
<td>320</td>
<td>39,478</td>
<td>1,705</td>
<td>- 0.02</td>
<td>4.61</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.08</td>
</tr>
<tr>
<td>330</td>
<td>39,310</td>
<td>1,636</td>
<td>- 0.02</td>
<td>4.59</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.06</td>
</tr>
<tr>
<td>340</td>
<td>39,141</td>
<td>1,567</td>
<td>- 0.02</td>
<td>4.57</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.04</td>
</tr>
<tr>
<td>350</td>
<td>38,973</td>
<td>1,498</td>
<td>- 0.02</td>
<td>4.55</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.02</td>
</tr>
<tr>
<td>360</td>
<td>38,804</td>
<td>1,430</td>
<td>- 0.02</td>
<td>4.53</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>5.00</td>
</tr>
<tr>
<td>370</td>
<td>38,635</td>
<td>1,361</td>
<td>- 0.02</td>
<td>4.51</td>
<td>-</td>
<td>-</td>
<td>0.34</td>
<td>0.15</td>
<td>4.98</td>
</tr>
</tbody>
</table>

An empirical estimate of CityRail marginal costs and externalities
10.2 Comparison of externality results to RailCorp analysis

RailCorp’s own analysis of the external and other benefits to the NSW community of CityRail\(^{49}\) provides a useful point of comparison for the results obtained in this study. The RailCorp results are summarised below (Karpouzis, et.al, Table 9, p. 14)

**Estimated CityRail benefits and costs to the community of NSW in 2006-07 and the 10 year average from 1997-98 to 2006-07**

<table>
<thead>
<tr>
<th>Description</th>
<th>2006-07 ($m)</th>
<th>Average 1997-98 to 2006-07 ($m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue (^{(a)})</td>
<td>760.6</td>
<td>874.9</td>
</tr>
<tr>
<td>Total costs</td>
<td>-2 411.1</td>
<td>-2 013.9</td>
</tr>
<tr>
<td><strong>Shortfall</strong> (^{(b)})</td>
<td>-1 650.5</td>
<td>-1 139.0</td>
</tr>
<tr>
<td>Rail user benefits (^{(c)})</td>
<td>2 055.7</td>
<td>2 364.6</td>
</tr>
<tr>
<td>Road user benefits (^{(d)})</td>
<td>740.5</td>
<td>726.4</td>
</tr>
<tr>
<td>Air pollution</td>
<td>71.0</td>
<td>69.6</td>
</tr>
<tr>
<td>Greenhouse gas emission</td>
<td>52.1</td>
<td>51.1</td>
</tr>
<tr>
<td>Noise pollution</td>
<td>20.4</td>
<td>20.0</td>
</tr>
<tr>
<td>Accidents</td>
<td>114.6</td>
<td>112.4</td>
</tr>
<tr>
<td>Road damage</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>Fleet externality cost</td>
<td>-18.0</td>
<td>-18.0</td>
</tr>
<tr>
<td><strong>Total rail benefit</strong></td>
<td>3 039.9</td>
<td>3 329.8</td>
</tr>
<tr>
<td><strong>Net benefit to community</strong></td>
<td>1 389.4</td>
<td>2 190.8</td>
</tr>
</tbody>
</table>

\(^{49}\) Karpouzis, et.al., op. cit.
Notes

a) Revenue is equal to farebox, revenue from other rail entities, other income and concession revenue from government.
b) Surplus/shortfall before government funding — total costs minus revenue (producer surplus).
c) Rail user benefits are equal to rail user consumer surplus.
d) Road user benefits are equal to road decongestion benefits associated with having a rail network.

My results are compared to previously published results for CityRail in the table below. In order to facilitate comparability, the format of the published CityRail table has been adopted in this table. Two different demand schedules are considered in this table—both are consistent with the demand estimations performed in this study.

<table>
<thead>
<tr>
<th>Comparison of external benefits</th>
<th>linear demand</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exponential demand</td>
</tr>
<tr>
<td>elasticity</td>
<td>0.24</td>
</tr>
<tr>
<td>assumed carbon price $/t CO2:</td>
<td>25</td>
</tr>
<tr>
<td>assumed value of time ($/hr):</td>
<td>15.8</td>
</tr>
<tr>
<td>Description</td>
<td>2006-07</td>
</tr>
<tr>
<td></td>
<td>($m)</td>
</tr>
<tr>
<td>Shortfall (b)</td>
<td>1,650.5</td>
</tr>
<tr>
<td>Rail user benefits (c)</td>
<td>2,055.7</td>
</tr>
<tr>
<td>Road user benefits (d)</td>
<td>740.5</td>
</tr>
<tr>
<td>Air pollution</td>
<td>71.0</td>
</tr>
<tr>
<td>Greenhouse gas emission</td>
<td>52.1</td>
</tr>
<tr>
<td>Noise pollution</td>
<td>20.4</td>
</tr>
<tr>
<td>Accidents</td>
<td>114.6</td>
</tr>
<tr>
<td>Road damage</td>
<td>3.7</td>
</tr>
<tr>
<td>Fleet externality cost (g)</td>
<td>18.0</td>
</tr>
<tr>
<td>Total rail benefit</td>
<td>3,039.9</td>
</tr>
<tr>
<td>Net benefit to community</td>
<td>1,389.4</td>
</tr>
<tr>
<td>sum of externalities</td>
<td>1,002.3</td>
</tr>
</tbody>
</table>

The two columns to the left represent the results of the earlier study published by RailCorp staff members Karpouzis et. al. The two rightmost columns represent the results of the study presented in this report.

An empirical estimate of CityRail marginal costs and externalities
The LECG externality results are significantly higher than the results presented in the CRAI Report. The reasons for this difference are the higher value of time ($15.80/hr vs $13.15/hr) and the omission of the spurious rail value of time effect from the calculation.

The “shortfall” could be interpreted as the Government funding requirement. These figures would not be expected to match exactly between RailCorp’s calculation and mine because RailCorp includes in its revenue figure, in addition to the farebox: concession income from Government, payments (including access charges) from other rail entities, and other income, whereas I include only the farebox. There are differences in the total cost calculation as well. Nevertheless, the two shortfall estimates are of the same order of magnitude.

Rail user benefits are defined by RailCorp as the consumer surplus attributed to rail users. If the negative exponential functional form for the demand schedule with the low value of fare elasticity were adopted, my estimate of consumer surplus would closely match that of RailCorp. However, as noted above, the house price analysis suggests that particular demand schedule may tend to overstate the consumer surplus. If, instead, either the linear demand schedule with low fare elasticity or the negative exponential demand schedule with high fare elasticity (the two demand schedules found to be consistent with the property price analysis) is adopted, my estimate of consumer surplus is substantially lower than RailCorp’s.

Total external benefits to rail, consisting primarily of congestion relief provided by the rail system, are somewhat higher in my estimate (using VOT = $15.80/hr) than RailCorp’s.

The extent of road user benefits is quite sensitive to the assumption about the value of travel time. Using the higher value of $22.60/hr, corresponding to a blended private and business value, the road congestion effect increases significantly to the point where my total externality figure is more than double the RailCorp figure (summing all externalities, including noise pollution, accidents, and road damage).

Overall, taking the linear demand schedule considered in this study, the total benefit of CityRail derived by Karpouzis et. al. is higher than the values produced by my study. RailCorp estimates of consumer surplus are significantly higher than mine. RailCorp estimates of total external benefits are somewhat lower than mine, although the contribution of different types of externalities differs: my estimate of congestion and air pollution costs are higher, but my estimate of the greenhouse gas and road accident externalities are lower, substantially so in the latter case. Additionally there is a question as to whether the noise pollution externality works in rail’s favour (trains are not quieter than cars). Arguably, road damage costs are not external to motorists’ modal choice decision.

Having made this comparison at the total welfare benefit level, I proceed to consider the relationships between rail fare, marginal cost and marginal external benefit in order to determine the level of Government subsidy that would maximise overall welfare. That topic is taken up in the next chapter.
11 Optimisation of fare, subsidy & patronage

I set out to develop a framework to estimate the social costs and benefits arising from CityRail’s passenger services, and to use this framework to derive the appropriate contribution by Government to CityRail’s costs. It is apparent that the social benefits depend on the extent to which passengers use CityRail, and that the fare is an important determinant of passenger use. There is, in fact, a tradeoff: higher fares mean CityRail is less unprofitable and a lower Government subsidy is needed, but they also mean lower ridership and lower external benefit. There is likely to be a preferred fare setting at which total welfare is maximised, and this study has developed a framework through which that preferred point can be determined.

Welfare is formally defined as the sum of what are known as consumer surplus, producer surplus, and externalities less the welfare costs of taxation. It depends on CityRail patronage in a subtle way that reflects the tradeoff between producer surplus on one hand, and the combination of consumer surplus and externalities on the other. Low fares mean highly negative producer surplus and significant tax distortions, but high patronage, consumer surplus, and external benefit. High fares mean lower patronage, consumer surplus and external benefit, but less negative producer surplus and less tax distortion. At some intermediate point, any increase in fares would lead to a greater loss of consumer surplus and external benefit than the gain in producer surplus and reduction in tax distortion, and at the same point, any decrease in fares would lead to a greater loss of producer surplus and increase in tax distortion than the gain in consumer surplus and external benefit. That point is the optimum. There will be a unique level of Government support that corresponds to it.

In order to find this optimum point, it has been necessary to understand, in a quantitative way, the relationship between fares and patronage, between patronage and consumer surplus, between patronage and producer surplus, and between patronage and external benefit. The bulk of the analytical work presented in this report has been directed to obtaining the quantitative understanding of these relationships.

This chapter employs the empirical findings reported so far in this report to explore the optimal mix between farebox and Government funding for CityRail. This task is construed as a problem in mathematical optimisation. I specify this problem and derive analytical formulae for the optimal values. A spreadsheet tool has been developed by me to calculate these optimal values and to explore the sensitivity of optima to changes in the key parameters. The results of this sensitivity analysis are reported later in this chapter.
11.1 Specification of optimisation problem

In order to state clearly what optimisation is being undertaken in this chapter, this subsection sets out the objective function in mathematical terms and derives formulae for the optimal values of fare, patronage, welfare, and government contribution.

11.1.1 Objective function

The objective function employed in the externality study is social welfare, defined as follows:

\[
\text{Welfare} = \text{Consumer Surplus} + \text{Producer Surplus} + \text{External benefits to rail} - \text{marginal excess burden of taxation} \times \text{Government Contribution}
\]

Equivalently, in the notation that will be adopted below:

\[
W = CS + PS + EXT - d \times GC
\]

“d” is the marginal excess burden rate for taxation. Each of these components can be further defined as follows. Note that the marginal costs (MC) and the marginal external benefit rate (meb) may vary with rail patronage. The rail fare is “p” and patronage is “q”.

Consumer surplus depends on the functional form of the demand schedule, \( v(q) \):

\[
\text{CS} = \int_0^q (v(s) - p(s)) \, ds = \int_0^q v(s) \, ds - pq
\]

Producer surplus depends on the functional form of the supply schedule, \( MC(q) \):

\[
\text{PS} = \int_0^q (p - MC(s)) \, ds = pq - \int_0^q MC(s) \, ds
\]

\[
\text{EXT} = \int_0^q \text{meb}(s) \, ds
\]

\[
\text{GC} = F - PS, \text{ where } F \text{ is the fixed cost of CityRail for 2006/07}
\]

Combining these components and simplifying,

\[
W = \int_0^q [v(s) - MC(s) + \text{meb}(s)] ds - d[F + \int_0^q MC(s) \, ds - pq]
\]

11.1.2 Optimality conditions

At the local optimum point of \( W \), the following first order condition is satisfied:
\[ \frac{\partial W}{\partial q} = v(q) - MC(q) + \text{meb}(q) + d[(p + qp/q) - MC(q)] = 0 \]

Since the price must lie on the demand schedule, \( v(q) = p \). The first order condition may be simplified to:

\[ \frac{\partial W}{\partial q} = (1+d)[p - MC(q)] + \text{meb}(q) + d q p/q = 0 \]

This equation has a simple natural interpretation if the marginal excess burden of taxation, \( d \), is set to zero: the optimum welfare point is attained when price equals marginal cost less the marginal external benefit rate.

The second order condition is:

\[ \frac{\partial^2 W}{\partial q^2} = (1+d)[\frac{\partial p}{\partial q} - \frac{\partial MC(q)}{\partial q}] + \frac{\partial \text{meb}(q)}{\partial q} + d \frac{\partial (qp/q)}{\partial q} \]

When typical conditions apply, that is, downward sloping demand, upward sloping supply, and downward sloping marginal external benefit schedules as functions of rail patronage, the first three terms will be negative definite. For a linear demand schedule, the final term will also be negative definite, making the second derivative of the welfare function negative definite. For a negative exponential demand schedule, the final term will be zero, making the second derivative of the welfare function negative definite in that case also. These second order conditions establish that the optimum point determined by the first order condition is a local maximum of welfare when the demand schedule has either linear or negative exponential functional form.

In order to solve for optimal fare and patronage (\( p^*, q^* \)) it is necessary to specify the functional form of the demand schedule. Two possible functional forms are considered below.

### 11.1.3 Linear demand schedule

The linear functional form for \( q(p) = a + bp \). The inverse form is \( p(q) = -a/b + (1/b)q \). The coefficients \( a \) and \( b \) are presumed constant and \( b < 0 \).

\[ \frac{\partial p}{\partial q} = 1/b \]

\[ \frac{\partial W}{\partial q} = (1+d)[p - MC] + \text{meb} + d q/p = 0 \]

\[ MC(q) = \theta q + \phi \]

\[ \text{meb}(q) = \mu q + \omega \]

To simplify the notation, let \( \Psi = \mu + da/b - (1+d) \theta \). Making these substitutions, simplifying and solving for values of \( q \), consumer surplus, producer surplus, and total externalities at the optimum patronage point \( q^* \):
\[ p^* = \frac{\left(1 + d\right) \varphi - \omega - a \Psi}{1 + d + b \Psi} \]

\[ q^* = a + bp^* \]

\[ CS^* = \int_0^{q^*} v(s) \ ds - p^*q^* = (-a/b - p^*)q^*/2 \]

\[ PS^* = p^*q^* - \int_0^{q^*} MC(s) \ ds = (p^* - \varphi - \theta q^*/2)q^* \]

\[ EXT^* = \int_0^{q^*} \text{meb}(s) \ ds = (\mu q^*/2 + \omega)q^* \]

11.1.4 Negative exponential demand schedule

The negative exponential functional form for \( q(p) = g \exp(h p) \). The inverse form is \( p(q) = (1/h)(\ln q - \ln g) \). The coefficients \( g \) and \( h \) are presumed constant and \( h < 0 \).

\[ \frac{\partial p}{\partial q} = \frac{1}{hq} \]

\[ \frac{\partial W}{\partial q} = (1+d)[p - MC] + \text{meb} + d/h = 0 \]

\[ => p^* = \frac{(1+d)MC - \text{meb} - d/h}{1+d} \]

\[ q^* = g \exp(h p^*) \]

Unfortunately, substitution of linear functions for \( MC(q) \) and \( \text{meb}(q) \) does not lead to an analytical solvable expression for \( p^* \) as it did in the linear demand case. Numerical solution methods are required to determine \( p^* \) for any set of parameter values.

The expression for \( EXT^* \) does not depend on the form of the demand schedule, so it is the same as for the linear case, discussed above. While the expression for \( PS^* \) does depend on the demand schedule, that dependency is captured in the \( p^* \) term, so the \( PS^* \) formula given for linear demand above continues to apply.

For the negative exponential functional form,

\[ CS^* = \int_0^{q^*} v(s) \ ds - p^*q^* = -q^*/h \]

As the derivation of this simple result is quite involved it is left to the appendix.
11.1.5 Appendix on optimisation algebra

\[ CS^* = \int_0^{q^*} v(s) \, ds - p^*q^* \]

For the negative exponential functional form, \( v(s) = \frac{1}{h}(\ln s - \ln g) \), where \( s \) is the patronage variable. Substituting for \( v(s) \) and integrating, noting that the indefinite integral of \( \ln x = x \ln x - x \),

\[
CS^* = \frac{1}{h} \int_0^{q^*} \ln s \, ds - \left( \frac{1}{h} (\ln g)q^* - p^*q^* \right)
\]

\[
= \frac{1}{h}[q^* \ln q^* - q^* - 0 \ln 0 - (\ln g)q^*] - p^*q^*
\]

Noting that the limit of \( x \ln x \) as \( x \) approaches zero is zero, this expression simplifies to:

\[
CS^* = q^*[\frac{1}{h}(\ln q^* - \ln g) - \frac{1}{h}] - p^*q^*
\]

\[
= q^*[p^* - 1/h] - p^*q^* = - q^*/h \text{ (QED)}
\]

11.2 Results

Based on my sensitivity analysis, there are five main uncertainties that determine the optimal levels of fare, patronage and Government subsidy:

a) The point fare-elasticity of demand (-0.24 or -0.35);

b) The functional form of the demand schedule (e.g., linear or negative exponential);

c) The value of passenger time (ranging from $9.23/hr or $22.60/hr, with a central value of $15.80/hr), which influences the slope and y-intercept of the marginal external benefit function;

d) The slope and y-intercept of the CityRail marginal cost function; and

e) The marginal excess burden of taxation, “d” (0.1 or zero, corresponding to the case where the deadweight loss of taxation is excluded from the analysis).

As discussed earlier, only two of the four possible permutations of a) and b) are consistent with the property price analysis: linear demand with elasticity of -0.24 and negative exponential demand with elasticity of -0.35. Only these permutations will be considered in the sensitivity analysis.

The following parameter selections were adopted for the central case, from which sensitivity analyses were conducted:
• Marginal cost (q) = $0.0/(PJ^2) q + $6.23/PJ (corresponding to marginal cost of 
$6.23/PJ at all patronage levels)
• meb(q) = -$0.001958/(PJ^2) q + $5.71/PJ (corresponding to a value of passenger 
time of $15.80/hr)
• d = 0.1

Adopting these central case settings, the optimum welfare point for each type of demand 
schedule is shown below, and compared with outcomes at the 2005/06 patronage level.

<table>
<thead>
<tr>
<th>Common settings</th>
<th>values for year 2005/06</th>
</tr>
</thead>
<tbody>
<tr>
<td>d = 0.1</td>
<td></td>
</tr>
<tr>
<td>q0 = 275 mPJ/yr</td>
<td></td>
</tr>
<tr>
<td>p0 = 1.8 $/PJ</td>
<td></td>
</tr>
<tr>
<td>F = 139 $m 2006/07</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linear demand function case</th>
<th>Negative exponential demand function</th>
</tr>
</thead>
<tbody>
<tr>
<td>q = alpha + beta * p</td>
<td>q = gamma * exp( delta * p)</td>
</tr>
<tr>
<td>e0 = -0.24</td>
<td>e0' = -0.35</td>
</tr>
<tr>
<td>alpha = 341 (&quot;a&quot;)</td>
<td>gamma = 390.24358 (&quot;g&quot;)</td>
</tr>
<tr>
<td>beta = -36.66667 (&quot;b&quot;)</td>
<td>delta = -0.1944444 (&quot;h&quot;)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimal values for linear demand schedule</th>
<th>Optimal values for neg. exponential demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>p* = 2.16</td>
<td>p* = 1.98</td>
</tr>
<tr>
<td>q* = 261.93</td>
<td>q* = 265.49</td>
</tr>
<tr>
<td>GC* = 1,206</td>
<td>GC* = 1,267</td>
</tr>
<tr>
<td>PS* = -1067</td>
<td>PS* = -1,128</td>
</tr>
<tr>
<td>CS* = 936</td>
<td>CS* = 1,365</td>
</tr>
<tr>
<td>EXT* = 1,428</td>
<td>EXT* = 1,446</td>
</tr>
<tr>
<td>W* = 1,176</td>
<td>W* = 1,557</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Values of welfare components at 2005/06</th>
<th>Values of welfare components at 2005/06</th>
</tr>
</thead>
<tbody>
<tr>
<td>p0 = 1.80</td>
<td>p0 = 1.80</td>
</tr>
<tr>
<td>q0 = 275.00</td>
<td>q0 = 275.00</td>
</tr>
<tr>
<td>GC0 = 1,357</td>
<td>GC0 = 1,357</td>
</tr>
<tr>
<td>PS0 = -1218</td>
<td>PS0 = -1218</td>
</tr>
<tr>
<td>CS0 = 1,031</td>
<td>CS0 = 1,414</td>
</tr>
<tr>
<td>EXT0 = 1,496</td>
<td>EXT0 = 1,496</td>
</tr>
<tr>
<td>W0 = 1,173</td>
<td>W0 = 1,556</td>
</tr>
</tbody>
</table>

| W0/W* = 99.7% | W0/W* = 99.9% |

The optimum welfare outcome for the central case (negative exponential functional form) 
is achieved with an average fare of $1.98/PJ, which is a 10% increase over the $1.80/PJ 
average fare level that prevailed in 2005/06. The optimal level of Government 
Contribution to CityRail of $1,267m/yr is approximately $90m/yr lower than the level 
that prevailed in 2005/06 (a 6.6% reduction in Government funding). Significantly, the 
optimal level of patronage of 265.5m passenger journeys per annum is 3.5% lower than 
2005/06 patronage.

Compared to the CRAI Report, these optimal fare levels are lower, while still 
representing an increase on current fare levels. Optimal patronage, like optimal
Government contribution, is somewhat lower than current the levels, but higher than those presented in the CRAI Report. Note that the optimality of these modest fare increases depends on the use of the short run marginal cost estimate. If the long run marginal cost estimate were used instead, then substantially greater fare increases would be optimal.

Given that increased patronage is an explicit policy goal, it might seem counterintuitive that optimal patronage is lower than actual patronage. The explanation is that (subject, of course, to the accuracy of the measurements presented in this report) increases in patronage from the 2005/06 point would lead to an increase in CityRail’s operating deficit and in tax distortions that is greater than the increase in consumer surplus and external benefit that it would create. Previous studies have tended to ignore the distortionary effect of taxation and to overestimate both the consumer surplus derived by rail users and the additional external benefit from additional patronage. The conventional wisdom regarding optimal CityRail patronage may have been influenced to some extent by this overestimate.

It is worth noting, however, that the optimal welfare is only $1m/yr higher than the welfare achieved with the 2005/06 fare and patronage settings. In other words, 99.9% of the optimum welfare level could be achieved with no change to the 2005/06 fare, patronage and Government contribution levels.

If the marginal excess burden of taxation is ignored (implemented by setting d = 0), then a new optimum welfare point is derived from the short run marginal cost estimate, as shown below.
Under these assumptions, including particularly the short run marginal cost of $6.23/PJ, the optimum patronage would be higher than the actual 2005/06 patronage by 14%. The optimum average fare in that case would be lower than actual 2005/06 average fares.

However, it is probably unrealistic to expect that the short run marginal cost would continue to apply if patronage was to be expanded to more than 300mPJ/yr. Given the current pattern of peak versus non-peak travel, substantial rail infrastructure investment in the CBD underground bottleneck would likely be required to accommodate such an expansion. In that event, the long run marginal cost should be used instead. The consequences of using the $10/PJ lower bound LRMC established in section 5.7 are shown below.
These results clearly show that fare reductions are not optimal in the face of $10/PJ long run marginal costs, even when the marginal excess burden of taxation is ignored.

### 11.3 Sensitivity tests

The sensitivity tests are presented as a series of tables and graphs. For the tables, the first six columns show the parameter settings that define the sensitivity case: point elasticity for the linear demand schedule at the patronage level of 275 mPJ/yr ($e_0$), marginal excess burden of taxation ($d$), the slope ($\theta$) and y-intercept ($\phi$) of the marginal cost function $MC(q)$, and the slope ($\mu$) and y-intercept ($\omega$) of the marginal external benefit function $meb(q)$.

The next four columns show the optimal values for fare ($p^*$), patronage ($q^*$), Government contribution ($GC^*$), and external benefit compared to no-rail case ($EXT^*$). The final two columns compare the estimated actual welfare outcome in 2005/06 ($W_0$) to the optimal welfare outcome given the parameter settings ($W^*$) in two ways: as a ratio, and as a difference.
The sensitivity cases are conducted on the linear functional form of the demand schedule, as the analytical solvability of the expression for \( p^* \) facilitates this type of analysis. To do the same for the negative exponential functional form it would be necessary to perform a numerical solution for \( p^* \) for every new setting of the input parameters.

### 11.3.1 Varying marginal cost

<table>
<thead>
<tr>
<th>units:</th>
<th>inputs</th>
<th>calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td>e0</td>
<td>d</td>
<td>MC</td>
</tr>
<tr>
<td>$/PJ2</td>
<td>$/PJ</td>
<td>$/PJ2</td>
</tr>
<tr>
<td>θ</td>
<td>φ</td>
<td>μ</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.24</td>
<td>0.1</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The slope (θ) is held constant at zero and the y-intercept (φ) of the marginal cost function MC(q) is varied across the range discussed in this report. The highlighted row, corresponding to the central case, uses the OLS estimate derived in chapter 5 for marginal cost. The last row corresponds to the lower bound for the long run marginal cost. In the latter cases, in which marginal costs are highest, optimality requires a substantial increase in fares and a more pronounced decrease in government contribution.

Graphically, the sensitivity to marginal cost is shown below.
The chart depicts the ratio of optimal fare ($p^*$) to actual 2006 fare ($p0$), and the ratio of optimal welfare ($W^*$) to actual 2006 welfare ($W0$).

### 11.3.2 Varying marginal external benefit rate

The slope ($\mu$) and y-intercept ($\omega$) of the marginal external benefit function $meb(q)$ is varied around the central case (highlighted row). The top row corresponds to a value of time of $9.23/hr. The central case assumes a value of time of $15.80/hr. The last row corresponds to a value of time of $22.60/hr.
These results are presented graphically below.

![Sensitivity to VOT](image)

For the central and low values of time, significant fare increases would be optimal, but near-optimality can be achieved with fares close to actual 2005/06 levels. For values of...
time greater than $17.30/hr, a fare decrease would be optimal. The optimal government contribution is strongly affected by changes in the value of time.

### 11.3.3 Varying fare elasticity

Optimal patronage is hardly affected at all by large changes to the fare elasticity. The effect on optimal fares is somewhat greater, but the influence of changing elasticity on government contribution, externalities, and welfare are all minor.

This information is presented graphically below.
11.3.4 Varying marginal excess burden of taxation

The extent to which optimal fares, patronage and government contributions differ from actual 2005/06 levels depends strongly on the assumed marginal excess burden rate for taxation. The more distorting the tax base, the higher the fares and the lower the government contributions that would be optimal.

An empirical estimate of CityRail marginal costs and externalities
Fare decreases would only be optimal if the marginal excess burden of taxation were less than 0.1 and if the short run marginal cost applied. As has already been discussed, this second condition is unlikely to apply in a situation in which fare reductions lead to significantly increased patronage. The higher patronage would necessitate infrastructure investments which would put the marginal cost closer to the $10/PJ long run figure. I have shown earlier that under this long run marginal cost, fare decreases would not be optimal, even if there were no marginal excess burden of taxation.

**11.3.5 Summary of sensitivity test results**

The optimal government contribution level is most sensitive to changes in the marginal external benefit function, the marginal cost function and the assumed marginal excess burden rate for taxation. It is quite insensitive to the changes in the price elasticity of demand.

The importance of knowing the marginal cost function is highlighted by these sensitivity test results. It strongly suggests that CityRail should strive to measure this important metric for its future operations, particularly as there are large-scale infrastructure investments contemplated that could conceivably have a marked effect on marginal costs.

Nevertheless, sensitivity analysis also shows that while the optimal patronage, fare and Government contribution levels are quite sensitive to assumptions about marginal cost and marginal external benefit rates, a willingness to accept somewhat suboptimal net
welfare outcomes expands the range of policy options greatly for the current infrastructure configuration.

Another way of formulating the sensitivity test is to ask:

• what would need to change to make a fare reduction optimal?
• what would need to change to make a fare increase of more than 30% optimal? and
• how plausible are changes of this type?

Within the sensitivity ranges considered above, the changes that would be required to make a fare reduction optimal would be:

• marginal excess burden of taxation < 0.062;
• price elasticity of demand < -0.6 (i.e., more elastic);
• marginal cost < $5.82/PJ; or
• value of time > $17.30/hr.

Changes of this character, while not completely implausible, would involve parameter settings at the extreme end of the empirical ranges derived in this study. The low marginal cost scenario seems quite inconsistent with the need to augment infrastructure capacity in the event of a fare reduction.

On the other hand, there are several changes that would make a fare increase of more than 30% optimal:

• demand less price-elastic than -0.19;
• marginal excess burden of taxation (“d”) greater than or equal to 0.12;
• marginal cost greater than $6.45/PJ; or
• value of time less than or equal to $15/hr.

Each of these values is plausible, if not likely. Therefore it is certainly plausible that a fare increase of 30% or more would be optimal.

12 Conclusions

CityRail provides benefit to the NSW community in two main ways. Rail passengers derive consumer surplus by purchasing rail journeys at prices that are less than their private valuation of those journeys. Non-rail passengers derive benefits from the fact that others purchase rail journeys and therefore consume less private automobile and bus transport than they otherwise would.

This second effect, externality, represents a type of market failure that justifies Government intervention in the form of subsidisation, although Government subsidies could also be justified in the absence of externalities if there are scale economies. This
report has described an empirical analysis of the value of both the consumer surplus and the external benefits created by CityRail. The analysis has been conducted in such a way that it is possible to consider what level of consumer surplus and external benefit would be achieved at various different levels of average fare, rail patronage, and Government subsidy.

My approach has been to optimise net welfare, defined as the sum of consumer surplus, producer surplus, and external benefit less the deadweight loss to the community arising from distortions to consumption decisions of the taxation needed to support the CityRail subsidy. With an empirically grounded understanding of the relationship between net welfare and CityRail patronage, I have been able to calculate optimal levels of net welfare, and the policy settings (average fare and Government subsidy) needed to obtain those optima.

Two caveats should be borne in mind when interpreting the optima derived from this study. First, the empirical work has been unable to finally resolve several important uncertainties: namely the precise marginal external benefit rate per passenger journey, and the marginal cost of CityRail service. For this reason, the results have been presented in the form of sensitivity tables so that the dependence on these uncertain parameters is clearly evident. This sensitivity analysis has revealed, however, that the results are not particularly sensitive to the functional form of the demand schedule.

Second, the net welfare function exhibits very broad and flat peaks. This finding is significant because it means that the selection of a precisely optimal value of fare, Government subsidy and patronage is not necessary to achieve a nearly optimal outcome in net welfare terms. In other words, the net welfare function is relatively forgiving of policy miscalculations.

It appears to be well accepted that CityRail’s system is facing profound capacity constraints during peak hour that are able to be remedied only with extremely large capital investment in new trackwork and stations in and near the CBD of Sydney. Any significant expansion in patronage would require such investments. Properly speaking, the true long-run marginal cost of a CityRail passenger journey should include these capital costs of expansion (expressed in DCF terms and amortised over the lifetime numbers of passenger journeys that they would support). It was not within my scope to conduct such a long-run marginal cost estimate.

If the lower value of the marginal external benefit rate (corresponding to a value of time of $9.23/hr) were applied instead of the central case settings, the optimal level of government support would not change drastically, but the optimal fare levels would change significantly.

Importantly, in the high marginal cost sensitivity case the optimal level of Government support was most different from present levels. These calculations reveal that the optimal level of Government support is highly dependent on the extent of long-run marginal costs, which are dependent on the Government’s intended capital works programme. New capital investment (as opposed to renewal work) that does not
contribute to the removal of pertinent capacity constraints or the attraction of new
patronage will involve heavy Government expenditure that has a negligible positive
impact on either consumer surplus or external benefits, both of which are dependent
upon actual ridership of CityRail.

Previous published estimates of external benefit and consumer surplus have tended to
overestimate the social benefits flowing from CityRail’s ongoing operations. While
these benefits are significant and important, the point of indifference for further capital
expenditure on CityRail is somewhat closer than prior studies have indicated—to the
extent these other studies provided a means of determining that point. The unthinkable
scenario, in which CityRail did not exist at all, would lead to profound changes in the
way traffic into the CBD is orchestrated, but these changes would not be so drastic as to
prevent Sydney from functioning. The majority of commuter journeys are not to or
from the CBD, and rail’s share of total passenger kilometres is only 11%.

This study has proposed a new method of calculating the optimal settings for CityRail
average fare per passenger journey, CityRail patronage, and the total level of
Government subsidisation for CityRail’s operating loss. This calculation is subject to a
number of important uncertainties, which should be narrowed before concrete steps are
taken in pursuit of these optimal settings. The most likely case values of the uncertain
parameters lead to the conclusion that average fares should be higher, optimal patronage
should be somewhat lower than at present, as should optimal Government subsidies.

These conclusions may appear surprising, given the policy intent to increase rail
patronage. Nevertheless, they follow from the quantitative comparison of costs,
passenger demand, and external benefits that are presented in this report. To the extent
that external benefits of rail may have been overstated, the rationale for current levels of
public subsidy of rail is weakened. Given the low price elasticity of rail commuters, the
case for fare increases is strengthened.

Finally, it is worth commenting on the differences between these conclusions and those
reached in the CRAI Report. The two main influences: higher marginal costs, coupled
with higher marginal external benefit rates in this report have tended to counteract each
other to some extent. The net result is that while fare increases on CityRail remain
optimal on welfare grounds, the extent of the optimal fare increases is somewhat less
drastic than those derived in the CRAI Report.